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Contact CA

Contact Technical Support

For your convenience, CA provides one site where you can access the
information you need for your Home Office, Small Business, and Enterprise CA
products. At http://ca.com/support, you can access the following:

m  Online and telephone contact information for technical assistance and
customer services

m  Information about user communities and forums
m  Product and documentation downloads
m  CA Support policies and guidelines

m  Other helpful resources appropriate for your product
Provide Feedback

If you have comments or questions about CA product documentation, you can
send a message to techpubs@ca.com.

If you would like to provide feedback about CA product documentation,
complete our short customer survey, which is also available on the CA support
website, found at http://ca.com/support.

Note: CA XOsoft is sold in Japan under the names, CA ARCserve Replication
and CA ARCserve High Availability.
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Documentation Changes

The following documentation updates have been made since the last release of
this documentation:

Filter Events (see page 92) - Describes how to filter the events that will be
displayed in the Event pane according to different criteria.

Synchronize Registry Keys (see page 117) - Describes how to synchronize
the Master and the Replica registry keys, and how to define the
synchronization frequency.

Propagate Root Directories (see page 127) - Describes how to propagate
the root directories you set for a Master to multiple Replica hosts at once.

Protect Your System State (see page 149) - Describes how to create
snapshots of your system and boot files on a scheduled basis, and how to
store and restore them from the Replica.

Schedule the Bandwidth Limit (see page 176) - Describes how to control
the size of the allowed incoming bandwidth on the Replica host, using the
Bandwidth Scheduler.

Propagate Property Values (see page 178) - Describes how to apply the
values you set for one scenario to multiple scenarios at once.

Create and Use the Control Service Scenario (see page 243) - Describes
how to replicate the Control Service data, and how to switch the roles of
two Control Services when the active Control Service is down.

Understand and Set CDP Repository Properties (see page 313) - Describes
how to configure the CDP Repository properties, and provides the list of
properties, corresponding values, and an explanation of each property.

View and Understand CDP Repository Statistics (see page 320) - Describes
how to display the new CDP Repository statistics, and what type of
information appears in the two statistics tables: Email CDP Repository
Statistics Table (see page 321), and Email CDP Repository Statistics

Summary Table (see page 322).

Generate and Understand CDP Repository Reports (see page 323) -
Describes how to generate and view the new CDP Repository Reports, and
what type of information appears in the two CDP Repository Reports: Email
CDP Repository Report (see page 324), and Detailed Email CDP Repository
Report (see page 326).

Create and Use the Content Distribution Scenario (see page 333) -
Describes how to create a CD scenario, and how to implement the Content
Distribution solution.

Delegate and Manage Security Rights (see page 347) - Describes how to
delegate security rights, and how to manage users and users groups when
using ACL-based Control Service.
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Chapter 1: Infroduction

This section contains general information about the CA XOsoft products, and
their various modules. It briefly lists what is new in CA XOsoft, describes how
CA XOsoft Replication and CA XOsoft High Availability work, and how the
various modules function in the replication process.

This section contains the following topics:

About this Guide (see page 13)

Terms and Abbreviations (see page 14)

Related Documentation (see page 16)

CA XOsoft Replication and High Availability Overview (see page 17)
CA XOsoft Solutions (see page 19)

CA XOsoft Components (see page 25)

CA XOsoft Deployment (see page 29)

About this Guide

This Guide contains all of the necessary information for configuring and
running the CA XOsoft application. It describes and provides instructions on
how to perform the following procedures: synchronizing, replicating and
recovering data, monitoring the procedures and generating reports, switching
over from the production server to the Replica standby server, and switching
back.

Important! This Guide applies to CA XOsoft File Server, CA XOsoft Exchange,
CA XOsoft Oracle, CA XOsoft SQL, CA XOsoft IIS and CA XOsoft High
Availability (CA XOsoft HA) products (which include all the capabilities of CA
XOsoft). Throughout this document, the term CA XOsoft refers to all products,
unless otherwise specified.

This Guide focuses on a generic File Server Disaster Recovery solution, but it
also provides information about other application and database servers and the
High Availability solution. For more detailed instructions involving High
Availability scenarios or scenarios tailored to specific applications such as
Exchange or SQL, see the appropriate Operation Guide. You can find the most
up-to-date Operations Guides for each application on CA Support site. (For
more information about viewing CA XOsoft Operation Guides, refer to Related
Documentation (see page 16).)
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Terms and Abbreviations

Terms and Abbreviations

The following terms and abbreviations are used throughout the document.
Bookmark

Checkpoint that is manually set in the Rewind log to mark a state that you
may want to rewind back to. Usually set before a major set of operations is
performed on the data.

Data Rewind

Data recovery solution that uses the rewind points or bookmarks in the
Rewind log to reset the current data back to a previous state.

Master

Main or production server where database and file activities are taking
place. The server in the replication scenario that you want to replicate.

Node
A Master or Replica host in a replication scenario tree.
Recovery

Process of retrieving lost or corrupted data on the Master from any Replica
by activating a synchronization process in the reverse direction.

Replica
Server set up to receive replication data from a Master server.
Replication

Replication consists of several actions that operate simultaneously and
continuously: real-time capture of changes to files and databases on a
Master server; transfer of the capture changes to the Replica server(s) of
the Master; applying the changes to the Replica(s) data. Replication is a
continuous process. It stops when a scenario is stopped.

Replication Tree

The connection scheme of replication from Master host to its Replica
host(s) represented as a tree.

Resume replication

Begin transferring accumulated changes to a Replica that was previously
suspended.

Rewind point

Checkpoint in the Rewind log marking an event or operation.
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Terms and Abbreviations

Scenario

Full Replication process definition including Master and Replica servers and
their connectivity (replication tree), report and event handling rules,
properties of nodes, directories, sub-directories, databases and files that
will be participating in the replication process. Each scenario is saved as an
XML file.

Suspend replication

Temporarily cease delivering changes to the suspended Replica. Changes
are accumulated in a spool until replication is resumed so that re-
synchronization is not required.

Synchronization

The process of producing an exact copy of the Master server's contents on
remote Replica servers.
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Related Documentation

Related Documentation

Use the following Guides along with this User Guide:
m  CA XOsoft Installation Guide

m  CA XOsoft PowerShell Guide

m  CA XOsoft SQL Server Operation Guide

m  CA XOsoft Exchange 200x Operation Guide

m  CA XOsoft HA Exchange 200x Operation Guide
m  CA XOsoft HA SQL Server Operation Guide

m  CA XOsoft HA Oracle Server Operation Guide

m  CA XOsoft HA File Server Operation Guide

m  CA XOsoft HA IIS Server Operation Guide

m  CA XOsoft HA for Blackberry Enterprise Server Operation Guide
m  CA XOsoft UNIX and Linux Operation Guide

To view CA XOsoft Operation Guides

1. Open CA Support site at https://support.ca.com/ and log in.

2. Click the Documentation link on the left.

The Documentation page appears.

From Select a Product, select CA XOsoft.

From Select a Release, select the required release number.
From Select a Language, select the required language.

Click the Go button.

o v AW

The Operation Guide list appears.

White papers offering a broader introduction to Disaster Recovery and business
continuity solutions using CA XOsoft and CA XOsoft HA are also available on
the CA XOsoft website: www.caxosoft.com
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CA XOsoft Replication and High Availability Overview

CA XOsoft Replication and High Availability Overview

CA XOsoft is a powerful, easy-to-use product for creating and maintaining full
online backups of your business or other important data. CA XOsoft monitors
your file system online, intercepts and copies all additions or changes to it, and
transmits this information online to your backup servers.

CA XOsoft Replication

CA XOsoft Replication is a data protection solution that uses asynchronous
real-time replication to provide cost-effective Disaster Recovery capabilities.
The asynchronous data replication is performed over LAN, the Internet or
WAN, if participating servers have the required software installed and TCP
connections between them. CA XOsoft allows the replication of databases and
other files from a production or Master server to one or more local or
geographically distant Replica servers. The Disaster Recovery capabilities offer
rapid data recovery, integrated continuous data protection as a guard against
data corruption, and completely non-disruptive automatic testing of your
Disaster Recovery system.

The replication process requires first setting up a valid replication scenario.
Then, synchronization between the Master and Replicas data is performed, and
once the Master and Replica servers have an identical set of data, the
replication process starts. Once the replication process has started, the data
may be retrieved from the Replica (standby) server at any time. The CA XOsoft
Manager manages the process, and also monitors both the replication and the
retrieval of data.

4 o Feal-Time Replication
T s
il i 5
| 'F _ﬂ.:: {n — e e o o o
“ m.:_{l- Recevery | New York
dl CA X0soft
S Replica Site
Al 3t File, DB Secver
File, DB Sarver [’-';N-HM
[ #450) ard Storape
San Francisco
Ch NDsoft
Master Site

Dicaster Recovery Scenanio
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CA XOsoft Replication and High Availability Overview

CA XOsoft High Availability

CA XOsoft High Availability (CA XOsoft HA) is based on asynchronous real-time
replication and automated switchover and switchback. It provides cost-
effective business continuity for Microsoft Exchange, Microsoft SQL Server,
Oracle, Microsoft IIS Server, File Server, and other applications on both 32-bit
and 64-bit Windows servers.

CA XOsoft HA offers push-button or fully automatic switchover of mission-
critical application servers over a LAN or WAN. It features application-aware
status monitoring, integrated continuous data protection as a guard against
data corruption, and completely non-disruptive automatic testing of your
Disaster Recovery system.

ADpheyhon AZpiLy N
Fie, DB Server Fild, DB Sarver
Rea-Time Replicatisn
j? fh—i ~ .ﬂ =3 ® [
T ’ >
Ml < -
| pe WASHIEIING o
i =V 9 New York
& b gk - CA XOsoft
g - Replica Site
i -
San Francisco
CA XOsoft
Master Site
Users
Resource Transber:
- - +- Server IP Address (single-network
SCenario]
Servier DMNS Lookup
fmultiple-network scenario]
, 3 P T S Automatic/ Instantanesus rouling of
High Availability Scenaric™ usErs

Limitations

Only one-way, asynchronous, replication is permitted, and the Replica
database must be offline. Bidirectional replication is not supported. However,
cross replication with different data sets is supported. A server running CA
XOsoft can act as a Master and Replica for an unlimited number of scenarios so
long as each data set only has a single Master server, i.e., one way replication
CA XOsoft.
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CA XOsoft Solutions

Supported Application and Database Servers

These replication and Disaster Recovery capabilities are custom-tailored for the
following application and database servers, for both 32-bit and 64-bit
Windows:

m  Microsoft Exchange

m  Microsoft SharePoint

m  Microsoft SQL Server

m  Microsoft IIS Server

m  Microsoft Hyper-V

m  Oracle

m  File Server

® VMware vCenter Server

m  CA XOsoft Control Service

Note: BlackBerry Enterprise Servers can be protected using CA XOsoft for
Microsoft SQL Server or File Server, depending upon your configuration. For

details, see the CA XOsoft HA for Windows BlackBerry Enterprise Server
Operation Guide.

For an up-to-date list of supported platforms and applications, see the CA
XOsoft r12.5 Supported Configurations article in https://support.ca.com/

CA XOsoft Solutions

How Synchronization Works

Synchronization of files is the process of making the set of files to be protected
identical on the Master and Replica servers. It is usually necessary to
synchronize the Master and Replica as the initial step of a replication scenario.

Important! We strongly recommend running the initial synchronization during
off-peak hours.
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CA XOsoft Solutions

Synchronization Methods

In order to properly synchronize the Master and the Replica, first it is
necessary to perform a comparison of their two file structures. This
comparison determines what content (files and folders) on the Master is
missing or different from that on the Replica. CA XOsoft supports two different
synchronization modes, each with a different comparison algorithm and
method of operation: File and Block synchronization.

In File synchronization, the Replica server sends its snapshot to the Master
server, which uses it to drive the information and content for the data
comparison. After the comparison is performed, the CA XOsoft Engine on the
Master server sends a sequence of commands to the Replica. These commands
consist of (a) deletes of files that exist only on the target, and (b) the entire
file contents of files that either exist only on the Master, or that exist on the
Replica but differ from the version on the Master. This method is best suited
for File Servers or application servers with large number of relatively small
files.

In Block synchronization CA XOsoft performs a block-by-block comparison of
the Master and Replica files, and copies over only those blocks that are
different. When differences exist between files, instead of requiring the
transfer of the entire file, the block synchronization transfers changes only.
This method is best suited for database applications, such as MS Exchange,
Oracle, and SQL Server, or application servers with very large files.

The comparison may be configured to consider only file size and modification
time to determine whether two files differ, or it can perform a check of the
actual contents of the data. The former approach, which is not valid in the case
of database applications, can be a legitimate way to significantly speed up the
comparison process on a File server scenario.

20 User Guide



CA XOsoft Solutions

Synchronization Filter

Before the synchronization starts, CA XOsoft offers you the possibility to filter
the synchronization process. This filter, called Ignore files of same
size/time, appears on the Run dialog, and it can be either enabled or
disabled.

CA ¥Osoft will start replication after the synchronization process is
completed.

Synichronization Method

{*) File synchronization
Best suited for a large number of small files

() Block synchronization
Best suited for lange files

|gnore same size/time files

] Skip Synchronization

I OK l [ Cancel

The Ignore files of same size/time filter allows the data comparison
between the Master and the Replica to consider only file size and modification
time, when determining whether two files differ. It skips comparison of files
with the same path, name, size and modification time, under the assumption
that these files are identical. This approach is not valid in the case of database
applications, but it can be an efficient way to significantly speed up the
comparison process for a File server solution, and reduce the overall
synchronization time dramatically.

Important! Do NOT skip synchronization unless you are absolutely sure that
files on the Master and Replica are identical.
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CA XOsoft Solutions

Automatic Synchronization

CA XOsoft enables you to configure your system to perform automatic
synchronization once certain events occur. The Automatic Synchronization
property causes the Master and Replica servers to be automatically
resynchronized in the event one of the following occurs:

m  If the Replica is rebooted, CA XOsoft resynchronizes the Master and the
Replica automatically after reboot.

m  If the Master is rebooted, CA XOsoft resynchronizes the Master and the
Replica automatically after reboot.

m  If the Master spool overflows because of network failure, CA XOsoft
resynchronizes the servers automatically upon resumption of the
connection.

Simultaneous Synchronization and Replication

CA XOsoft allows simultaneous synchronization and replication. This means
that servers can be synchronized while files are in active use and being
updated; all changes that occur while the initial synchronization is performed
are replicated without any need for administrative intervention.

Reporting Synchronization Differences

The data sets on the Master and Replica servers may be checked for
differences without actually performing a full synchronization through the
Difference Report option.

How Replication Works

The replication mechanism maintains identical copies of files and databases on
the Master and Replica. This replication is done by real-time capture of byte-
level changes in files on the Master server, using a file-system filter-driver.
The captured changes are asynchronously transmitted to the Replica servers
using the CA XOsoft Engine. The replication process does not interfere with
write operations.
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CA XOsoft Solutions

To accommodate real-time replication of all types of files, CA XOsoft supports
the following replication modes:

= Online mode - Replicates captured changes of files, even if files are always
open (as is the case for most database and mail servers). This mode
maintains the order of file system operations. In this mode, the Engine
records all I/O operations related to the root directories in journal files.
The journal files are then sent to the Replicas where the operations that
were recorded in the journal are replayed on the replicated files.

m  Scheduled mode - Synchronization of servers takes place at fixed times.
There is no online replication in this mode, however, online changes made
during synchronization are replicated.

CA XOsoft also enables you to assess the accurate bandwidth usage and
compression ratio benchmarking that is needed for replication, without actually
replicating data. When you select the Assessment mode, no replication occurs
but statistics are gathered. A report is provided once the assessment process
is completed.

How Recovery Works

When Master data is lost or corrupted for any reason, CA XOsoft can recover
the data from any of the Replica servers participating in the scenario. The
Restore Data option activates a synchronization process in the reverse
direction: from Replica to Master.

When recovery is initiated, CA XOsoft Manager builds a temporary tree,
containing a single branch. In this tree, the Replica becomes the source of data
and the original Master becomes the target (i.e., the terminating Replica).
Once the synchronization process completes, the CA XOsoft Manager reverts to
the original replication scenario, and continues working.

Important! All file system activity must be halted on the Master host until the
recovery process finishes.
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How Data Rewind Works

Because replication continuously updates source data to another machine, a
Replica always holds the same data as in the Master. In the case of data
corruption, recovering files from the Replica will not help, since chances are
high that data on the Replica is also corrupted. Data Rewind is a technology
that allows repairing a corrupted file by rewinding it back in time as if it were a
tape.

Data Rewind can be compared to the Undo feature of Microsoft Office where
user actions can be cancelled, thus bringing the file to a previous state in time.
Data Rewind is based on rewind journals that store I/O operation information
that result in modified files. Using the rewind journal, it is possible to undo 1/O
operations, thus rewinding the file to a previous point in time, supposedly to a
valid, non-corrupted state.

How Replication Suspension Works

At times it may be necessary to suspend updates on a Replica machine in
order to perform system maintenance or some other form of processing that
does not modify the replicated data there. It is not desirable to stop replication
since this requires a full resynchronization afterward.

The replication suspension feature of CA XOsoft makes this possible.
Replication may be suspended either manually or on a scheduled basis. During
the suspension period, all changes are spooled on the Master or on the Replica
located upstream of the suspended Replica. In other words, changes continue
to be recorded for update on the suspended Replica, but are not actually
transferred until replication is resumed. Once replication is resumed, the
accumulated changes are transferred and applied without any need to perform
a full resynchronization of the data.

How High Availability Works

CA XOsoft HA monitors all critical events, including global server failure and all
database service failures, and either automatically or with a push of a button
initiates a switchover.

If the Master server becomes unavailable, its activities can be switched over
automatically to a remote site (Replica). The switchover, which is transparent
to the user, includes immediate startup of a synchronized standby database,
and redirecting all users to it in minimum time. All this is done without any
need to reconfigure either clients or the network.
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Depending on the requirements of the application being protected, redirection
can be based on the following methods:

m Move IP (if the standby site is implemented within the same network
segment)

m  Redirect DNS, can be used on a local network or when the remote standby
site is located on a different IP network (cross-network switchover)

m  Switching the server hosthname/NetBIOS name

Note: You can also apply user-defined scripts that add or replace the built-in
redirection methods. Identify Network Traffic Direction scripts are required to
fully support custom, or customized, redirection methods. Custom scripts or
batch files are used to identify the active server. This script determines if the
forward or backward scenario will run when the scenario is started. The script
runs on both the Master and Replica: the one that returns zero is active. If
both return zero, a conflict is reported.

CA XOsoft Components

CA XOsoft is comprised of the following components:
= CA XOsoft Control Service
= CA XOsoft Engine

= CA XOsoft Management Center - consists of three components:
Overview Page, Manager, and Report Center.

= CA XOsoft CDP Repository - consists of five components: CDP Storage,
CDP Web Server, CDP Support, CDP Admin and E-mail Retrieval

m  CA XOsoft PowerShell

Each of the CA XOsoft components is described in the following sections.

CA XOsoft Control Service

The CA XOsoft Control Service functions as the single-point-of-control of the
CA XOsoft operation, and it contains the entire data of the existing scenarios.
The Control Service communicates with both the Engines and the Managers. It
is responsible for the management of all scenario-related-tasks, such as,
creation, configuration, monitoring, and running of the scenarios.

The Control Service receives requests from the Managers, processes them,
converts them to particular commands, and passes them on to the Engines.
Then, the Control Service receives up-to-date data and events from the
Engines, and sends back information and statistics about the scenario's state
to the Manager.
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CA XOsoft Engine

The Control Service is also responsible for the authentication and authorization
of users. It can also serve as a central point for CA XOsoft report handling and
storage. The information and statistics that are accumulated by the Control
Service can be presented to the user through the Overview Page, Manager,
Report Center and PowerShell.

All the scenario files are kept on the server that runs the Control Service. If
the Control Service is down, the scenario functioning will not be affected.
However, for receiving information about the scenario's state, the Control
Service must be active. We recommend installing the Control Service on a
standalone host. If this is not possible, you can install the Control Service on
either the Master or Replica servers. However, if the server is down, the
connection with the Control Service is lost and scenarios will be
unmanageable.

The CA XOsoft Engine is a Windows service that must be running before any
scenario can start. It is installed on every server participating in any given
scenario, meaning the Master (source) and Replica (target) hosts. Each Engine
supports both a Master and Replica functionality, for both Disaster Recovery
and High Availability scenarios. It may participate in multiple scenarios and
serve in a different role in each scenario. Engines can be installed either locally
on each host at a time, or through a remote installer on numerous hosts at
once.
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Management Center
The CA XOsoft Management Center consists of three components, none of
which requires any manual installation:

m  Overview Page - a statistical overview of the Disaster Recovery and High
Availability scenarios' state.

=~
CA XOsoft Replication and High Availability
Login: tant-a01\borsa02 Updated: 19:47:52 2008 yn 03 2w or
tigh tusiabig]____asred Recavery
Scenario Management ;”‘3‘ SCES"E”DS j No Completed AR Tests
€. Cick to manage Scenarios unning Scenarios
Scenarios Stapped by Ermor 0
_ |Report Center Scenarios Stapped by User 0
W i open the Report Center Scenarios Stapped for Switchover 0
(CA X0s0it Wob S0 :cenarm;Read: gr HI = a 1
@ Click to open CA XOsoft Web Site unning Assured Recovery [ests
Suspended Replicas 0
o, Scenarios in Unknown State 0
&) Cick to open the Online Help Ermors 0
Warnings 0
Q@ o
Click to open the About vindow
Scenarios
5] 1A Scenarios
| i |Host. |Errors. |State. |Total Updated (KB) g
[EngineRunning | _ File SenerHA 172.16.40.20 0 Stopped 0
172.16.40.20 v s
172.16.71.140 2 [ Host |Errors | State. | Total
1724671141 v File Sener 172.16.40.20 0 Ready for M 218326
File Sener 2 172.16.40.20 0 Stopped 0
AR Scenarios
] Exchange Scenarios
|Scenario Name |Host |Errors. | State. | Total Updated (KB)
WS Exchange HA 172.16.71.140 0 Running 148
v

m  Manager - a User Interface that enables the user to create, configure,
manage and monitor scenarios. This is GUI application that is activated
from the Overview Page by clicking the Scenario Management link.

) A XOsoft Manager 130.119.186.172:8088
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CDP Repository

Report Center - a User Interface that gathers all existing reports, along
with information about the available reports per scenario. The user can
decide where these reports will be stored, and for how long they will be
displayed and saved in the Report Center.

CA XOsoft r12 Report Center Report Center Home Page

Updated: 18:11:28 2008 y7 03 2w or

Scenario Name.

Synchronizaton Difference. Repicaton

Exchange DR

1S Exchanoe HA

Drag a column header here to group by that column
bost [oate [ [eiaka [Sas e \
216580 wrate 0

17218983 o2z 172222

The Continuous-Data-Protection (CDP) Repository module provides the ability
to store deleted Outlook items, to search for certain items according to
different criteria, and to retrieve them upon end-users requests. The types of
Outlook items that can be retrieved are defined by the administrator, and they
can include: e-mail messages, appointments, contacts, tasks, journal entries,
notes and attachments. For more information about the CDP Repository
module, refer to Using the CDP Repository (see page 297).

CA XOsoft PowerShell

The CA XOsoft PowerShell is offered as an alternative to users that do not
want to manage the replication process using the CA XOsoft Manager graphic
user interface. It enlarges and facilitates the capabilities of the CA XOsoft CLI

that was provided in previous versions, and it supports both DR and HA
operations.
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The CA XOsoft PowerShell is a command-line shell and scripting environment
that allows users to configure a replication scenario and control and monitor
the replication process. All the scenarios that are managed by the CA XOsoft
PowerShell look and operate exactly as the ones that are managed by the
Manager, and they are automatically saved in the same default location:
INSTALL_DIR/ws_scenarios.

CA XOsoft PowerShell is based on the standard Windows PowerShell™, which
comes with a large set of built-in commands with a consistent interface. The
CA XOsoft PowerShell component adds to this shell a number of scenario-
related-commands, called snap-ins, which facilitates the scenario
management.

CA XOsoft Deployment

The deployment of CA XOsoft components depends on the size of your IT
enterprise network and your DR and HA needs. However, there are certain
guidelines that you should follow when designing your Replication and High
Availability environment and deploying CA XOsoft different components on a
Windows platform. For information regarding an efficient deployment of CA
XOsoft components, see the CA XOsoft Installation Guide.

The following illustration shows a typical deployment of CA XOsoft
components:

Management Center
[Manager B Overview Page & Report Center)

J-_Q - - Replica [Fogine)
e e = -
=

B l” Replica (£ngine)
Control Servioe _______.-""' ﬂ
I;‘ Master [(Engine) e
T " CDP Repository
S (SO Server)
‘ - Replica { Engine)
. ? Master (Engine )

werShell

.

E-mail Retrieval
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Chapter 2: Exploring CA XOsoft
Manager

This section introduces CA XOsoft Manager and familiarizes you with its
components and functionality. It instructs you how to log in to CA XOsoft
Management Center and Manager, and describes the structure, menus,
buttons and functions available in CA XOsoft Manager main window.

This section contains the following topics:

Logging Into the Management Center (see page 31)
Exploring the CA XOsoft Manager Screen (see page 34)
Viewing and Arranging the Manager Screen (see page 37)
Toolbars (see page 40)

License Registration (see page 43)

Logging Into the Management Center

CA XOsoft Management Center and Manager do not require any component or
application installed in advance. It is based on a one-click-installation
procedure that can be performed from any workstation that has a network
connection and a Web browser. To log in, you will need your:

m Hostname/IP Address and Port Number of the server where the Control
Service is installed.

m User Name, Password and Domain

To open CA XOsoft Manager

1. Open Internet Explorer. On the Address box, enter the Control Service
Host Name/IP Address and Port Number as follows:
http://host_name:port_no/start_page.aspx

Notes:

m If you are opening the Management Center from the machine where
the Control Service is installed, you can use the default parameters:
http://localhost:8088/start_page.aspx

m If you selected the SSL Configuration option during the installation of
the Control Service, when you open the Overview page, you need to
use the hostname of the Control Service machine (instead of its IP
Address). Enter the Control Service Host Name and Port No. as
follows:
https://host_name:port_no/start_page.aspx
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The Login dialog appears.

CA XOsoft Replication
and High Availability

UserName: |

Password:

Domain:

Q

Copyright @ 2008 CA. All rights reserved

2. Enter a User Name, Password and Domain and click Log In.

Important! To log in to the Management Center, you must be a member
of the Administrators Group on the Local machine where the Control
Service is installed.

The Overview page appears.

CA XOsoft Replication and High Availability

Login: \borsa02 Mo scenario was defined. Use ‘Scenario Management to configure the system

B e Total Scenarios Mo Data to Display Mo HA Scenarios running || No Completed AR Tests
€. Ciick to manage Scenarios IRUTIE) SEEES
Scenarios Stopped by Error
(=, |Report Center Scenarios Stopped by User
{9 | Ciick to open the Report Center Scenarios Stopped for Switchover

Scenarios Ready for HM
Running Assured Recovery Tests
Suspended Replicas

Help Scenarios in Unknawn State
Click to open the Online Help Errors

S
Warings
Qo
Click to open the About window

CA XOsoft Web Site
@ Click to open GA XOsoft Web Site

Name Engine Running

Recent Critical Events.

Severity [Scenario WMessage. Time.
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On the Quick Start toolbar on left, click the Scenario Management
option.

A progress bar appears, indicating that the Manager component is
currently installed on the local machine.

Once the Manager installation is completed, the Manager appears.

&) CA XOsoft Manager BORSA02:3088 LEX

Scenario Edit Events View Tools Help
BOED b b B e EE L N2EA Y

[ scenario View | 2 CoPview [E] suspshot view S Remor Woritor & ost
‘Scenaris

(05 Rt Directores [ ) Properties [, Ssistcs

D Severty Host/Scenario Time v | Event

Events | Scenario Validation Results

Important! Multiple administrators can simultaneously access CA XOsoft
Manager, and they can make any changes anytime they need, depending
on their privileges. The last update will be effective as the latest state of
the scenario. Therefore, when multiple administrators are working with
the Manager on the same time, it is important to be aware that one
administrator can unintentionally overwrite the changes another
administrator just did. We recommend taking internal measures to prevent
the occurrence of this event.
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Exploring the CA XOsoft Manager Screen

After logging in to the application, CA XOsoft Manager is displayed, enabling
you to access all the Manager menus, toolbar functions and panes.

Unless a scenario exists, most of the user areas are blank. If active scenarios
exist, they are shown on the left side of the Manager screen.

Viewing toolbar Framewaork pane
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o -
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Event - - L = -
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T A
TN A
] A v
vl i

Note: Some of the panes and options are visible and enabled only with the
appropriate product license.
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Manager Screen Areas

The Manager screen is divided into several areas:

The application's name (CA XOsoft Manager) and the Control Service's
connection details appear in the top left corner of the title bar; beneath it
appear the menu line, the Standard toolbar and the Viewing toolbar.

&) CA XOsoft Manager 130.119.186.172:8088

Scenario  Edit Events View Tools Help
o ()@ p PSS S e TG 00 B @ D
& Scenario View 3 CDP View a Snapshot View ﬁ Remote Installer Monitor 'ﬁ.! Host Maintenance Manitar =

Scenarios, including their replication tree, appear on the left pane.

Scenario view > 1 X
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= EBFile Server Scenarios
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= ®172.16.95.2 0 Bytes 0 Bytes| 0 0} Bytes
=172.16.95.3 0 Bytes 0 Bytes| 0 0 Byte:
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Haosts Changsd Synchronized Files In spag
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= 172.16.95.2 0 Bytes| 0 Bytes| 0 0 Byte:
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= Exchange Scenarios
Scenarnio Sizte Product Server Mode
2/MS Exchange Server Unknown DR Exchange Regular
B * Backward_File Server - HA 1 Runining HA FileServer Backward
Hosts Changsd Synchronized Files In spadl
= E172.16.40.57 0 Bytes, 0 Bytes| 0 0 Bytes
E17216.40.20 0 Bytes| 0 Bytes| 0 0 Byte:
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= & Templates
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The Framework pane appears on the right. In this pane, configurable
property lists are displayed - the Scenario, Master, Replica, HA and
Template properties. The displayed list depends on the item selected in the
Scenario pane, or on the item chosen from the pane's drop-down list. The
Framework pane also shows two, three or four tabs, depending on the
selected CA XOsoft solution and on the scenario state. These tabs include:

m  Root Directories
m  Properties
m  High Availability Properties

m Statistics

Properties « 0 X
Scenario Properties w
Property Value
E| General

E| Replication
Mode
=[] Run after Rebeot
BAutDmatic Synchronization
Synchronization Type
Ignore Files of Same Size/Time
B Optional Settings
Replicate NTFS Compress Attribute
Replicate NTFS ACL
Synchronize Windows Shares
Frevent Automatic Re-zync upon Error
BBl Event Notification
Motification
B Report Handling
=[=| Report Saving
Report Directory
Report Retention (days)
Notliy by Email
Execute Secript

Online
Cn

ElockSynchrenization
Off

2288

g

Cn
[INSTALLDIR)reports
Unlimited

Off

Cff

If the Master is rebooted, CA XOsoft automatically re-synchronizes the Master and the Replica after the reboot.

D Roat Directories Properties ﬁ High Availability Properties |[|ﬂu Statistics

The Events pane is below the screen's dividing line.

Event
All modifications during synchronization period are replicated
Synchronization finished

Unabl reason: The is not started.
Rloct drectory C:Atemp synchrorized
g Unable to set TTL on DNS record for QA-20.qa-26.com (DNS server 172.16.40.57)
111716/2008 7:54-00 PM Starting File Synchronization ignore files with the same size and modification time)
SR00014 2 Significant 1)1/16/2008 7:53:57 PM Starting scenario Backward_File Server - HA 1
SRO0315 i Sinificant 11 1/16/2008 7:52:45 PM Scenario has stopped. To start the backward scenario and allow switchback. run the scenario
in
sRov31a e 111672008 75245 PH Srtchover completed. Host 172.16.40 57s curcntly active
1R00300 4 o 1/16/2008 7.52:45 PM Shares encbled
1RD0238 i o T1/16/2008 75245 PM Enabing shares
SR00294 4 Significant X 111/16/2008 7:52:43 PM Network traffic successfully redirected
1R00281 i o 2172164057 1/16/2008 75243 PM DNS successfuly rediected to Replica
1R00280 & o (= 172164057 11 1/16/2008 75243 PM Unible to change DNS record for QA-20.q=:26 com (DS server 172.16.40.57): This operation retumed becauss the
tmeout period expred (1450)
1R00279 2o B172.164057 W 1/16/2008 75243 P Hostname successiully switched to G20
1R00279 3 o 164020 T1/16/2008 75155 PM Hostname successflly swiched to QA 20x
& Stopping scenario File Server - HA 1

SR00096 4 Significant =172.16.40.20 111/16/2008 7:51:12 PM

Events | Scenari
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Note: The actual placement of the panes can vary, since they can be moved
and resized. Also, the panes, including the toolbar and status bar, can be made
invisible according to the selections in the View menu.

Viewing and Arranging the Manager Screen

CA XOsoft offers you different ways to get a good view of your work,
depending on the task at hand. You can arrange your workspace according to
your current needs.

Note: The last view setting you use is saved for the next session.

Viewing Options

The View menu contains all existing views. Selecting a view option from the
menu will either open or close the indicated pane.

To reset your Manager layout

m  From the View menu, select the Reset option.

The original view settings are restored.

Customizing the Scenario Pane

The Scenario pane shows the current status for all scenarios in one pane, thus
enabling you to monitor multiple scenarios at once. You can customize the way
the scenario information columns are displayed.

To customize your scenario view

1. From the View menu, select the Customize Scenario View option.

The Customize scenario view dialog appears.

Fields Label
[ Rights Rights
[ Errors Errors
State State
[ Extended status Extended status
[ Connectivity Connectivity
Product Product
Server Server
Mode Mode
[ Started by Started by

............. et [ —
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2. Select the fields you want to display in the Scenario pane and click OK.

Note: The Started by field indicate the user that initiated the Run for the
specific scenario.

The fields you selected appear as columns in the Scenario pane.

Rearranging Panes

You can dock, stack, hide, show and float the Manager panes according to your
needs. Once you are moving a pane, a built-in Pane Docking tool appears
automatically. This tool allows you to quickly dock a pane on a specific location
in the Manager window, and to stack panes on top of each other and present
them as tabs. When a pane is undocked, it floats on top of the other panes.

Note: This MS tool is also called a "guide diamond".

To dock a pane

1. Click the pane's title bar and start dragging it. The Pane Docking tool
appears.

0.119.186.172:8088 =g
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2. When the pane you are dragging reaches the position in which you want to
dock it, move the pointer over the corresponding portion of the Pane
Docking. You can use either the central arrows or the ones at the edge of
the window.
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Note: To move a pane without snapping it into place, press Ctrl while
dragging it.

3. To dock the pane in the indicated position, release the mouse button.

To stack a pane

1. Click the pane's title bar and start dragging it. The Pane Docking tool
appears.

2. When the pane you are dragging reaches the docked pane on which you
want to stack it, move the pointer to the center box of the Pane Docking
tool.

3. To stack the pane, release the mouse button. The pane is how accessible
by clicking its tab.
To hide a pane
1. Right-click the pane's title bar. A pop-up menu appears.
2. Select one of the following:
m Hide - to completely hide the pane.
m Auto Hide - to hide the pane while you are working on other panes,
and to automatically return it when the pointer is placed on its tab.
To bring back hidden panes
m  From the View menu, select the Reset option.

All hidden panes are restored.
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Toolbars

Standard Toolbar

CA XOsoft provides you two toolbars to facilities your work: the Standard
toolbar and the Viewing toolbar.

The Standard toolbar buttons provide quick access to the most commonly used
functions in the CA XOsoft Manager. The following list contains a brief
description of each toolbar option:

E New

Create a new scenario using the Scenario Creation Wizard. Refer to
Creating a Scenario (see page 46).

g Group

Create a new scenario group. Refer to Creating a Scenario Group (see
page 45).

Save
Save a selected scenario. Refer to Save Scenarios (see page 129).

% Save All

Save at once all existing scenarios. Refer to Save Scenarios (see page
129).

H Run

Run the selected scenario to start the replication process. Refer to Initiate
Replication (see page 67).

H Run (Assessment mode)

Run the selected scenario in Assessment Mode. Refer to How Replication
Works (see page 22).

Ei"u
E Synchronize

Activate the synchronization process (whether replication is running or
not). Refer to Synchronization (see page 73).

=
ﬂ Restore Data

Recover lost or corrupted Master data from any Replica by activating a
synchronization process in the reverse direction. Refer to Data Recovery
(see page 181).
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E Difference Report

Generate a Difference Report, which displays the difference between a
Master and its Replica(s) at a certain point in time. The comparison is
performed using the same algorithms that are used in the synchronization
process, but no data is transferred. Refer to Difference Report (see page
101).

@ Perform Switchover

[For HA only] Switch the active and passive roles between the Master and
Replica servers following their current status. Refer to Switchover (see
page 208).

£
Suspend Is Alive Check

[For HA only] Suspend the Is Alive check that verifies that the active sever
is operational. Refer to Is Alive (see page 229).

M Refresh Statistics

Update the scenario state information and live statistics display. Refer to
Refresh Statistics Display Manually (see page 89).

E Suspend Replication

Suspend replication updates on the Replica host in order to perform
system maintenance or some other form of processing that does not
modify the replicated data there. Changes continue to be recorded for
update on the suspended Replica, but are not actually transferred until
replication is resumed. You cannot suspend replication during
synchronization. Refer to Suspend Replication (see page 75).

@ Replica Integrity Testing

Perform Assured Recovery test in a non-scheduled mode. Refer to
Performing Assured Recovery Test in a Non-Scheduled Mode (see page
278).

@ Launch Host Maintenance

Prepare a node in your replicated system to planned maintenance
procedures, while avoiding resynchronization once these procedures are
completed. Refer to Host Maintenance (see page 132).

i Help Topics
Open CA XOsoft Online Help.
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Viewing Toolbar

The Viewing toolbar buttons provide quick access to the different windows and
monitors in the CA XOsoft Manager. The following list contains a brief
description of each toolbar option:

DDD Scenario View

The Scenario View gives you access to the main Manager screen (see
page 34), which enables you to create, monitor, and manage replication
scenarios.

= CDP View

The CDP View gives you access to the CDP View window (see page 300),
which enables you to define, change and manage the CDP database and its
properties.

| @ Snapshot 1n.-’i|=:1|.r.'|

The Snapshot View gives you access to the VSS Management window
(see page 294), which enables you to view and manage VSS snapshots.

|DE!§ Remote Installer Mn:nnitn:nr|

The Remote Installer Monitor gives you access to the Remote Installer
view, which enables you to view the installation status of Engines, you
installed with the Remote Installer. For more information about the
Remote Installer, refer to CA XOsoft Installation Guide.

|i‘:}| Host Maintenance M-:unitu:ur|

The Host Maintenance Monitor gives you access to the Host
Maintenance Monitor view (see page 132), which enables you to view the
status of current requests for maintenance preparation.
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License Registration

CA XOsoft licensing policy is based on a combination of several parameters,
which include: the operating systems involved, the required solution, the
supported application and database servers, the number of participating hosts,
and the additional modules - Assured Recovery and CDP Repository. The
license key that is generated for you is therefore tailored to your exact needs.

After logging in for the first time, or if your old license has expired, you need
to register CA XOsoft product using your license key. To register the product,
you need to open CA XOsoft Manager, which does not depend on the existence
of a valid registration key. Once the Manager opens, a License Warning
message appears, prompting you to register the product. A License Warning
message also appears when your license is about to expire during the next 14
days.

When you are creating a scenario, some of the options might be disabled
following the terms of your license. However, you can create as many
scenarios as you wish, since the validity of your license key is first checked
when you try to run a specific scenario. Only when you click the Run button,
the system checks whether you are allowed to run the selected scenario
according to your license key. If the system determines that you do not have
the required license for running this scenario, the scenario will not run and a
message will appear on the Event pane informing you of the type of license
you need.

To register CA XOsoft using the license key

1. Open the Manager. The Welcome message appears. Then, a License
Warning message appears informing you that your product is not
registered and prompting you to register it.

License Warning .|

] 'j Product is not register=d. Please register a walid license.
]

2. Click OK to close the message. Then, open the Help menu and select the
Register option.
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The Register CA XOsoft Replication and High Availability dialog
opens.

i Register CA XOsoft Replication and High Availability

Flease enter a regi ion key to activate this soft . If you have not received a registration key yet, please contact CA and we
will send you the proper registration key promptly.
Current Key:
A~
A
Registration Key: | |
Company Name: | |
Close ]

Enter the following information:

m In the Registration Key box - enter your registration key.

m [Optional] Company Name box - enter your company name
Click the Register button to register the product and close the dialog.

Now you can start working with the CA XOsoft Manager according to your
license permissions.
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Chapter 3: Creating Replication
Scenarios

This section describes how to create the following: a scenario group, a scenario
using both the Scenario Creation Wizard and a template, and a scenario
template.

This section contains the following topics:

Creating a Scenario Group (see page 45)
Creating a Scenario (see page 46)
Using Templates (see page 60)

Creating a Scenario Group

Each scenario in the system is assigned to a certain scenario group. By default,
there is one scenario group called Scenarios. You can use this group for all
the scenarios you create, or you can add new groups to organize your
scenarios according to a common denominator. These scenario groups will be
displayed on both the Manager and the Overview Page. They can help you to
better manage and monitor your scenario operation.

There are two ways to create a scenario group:

m  During the creation of a new scenario, through the Scenario Creation
Wizard (see page 46).

m  Before the scenario creation, through the New Group option, as described
below.

Note: We recommend planning and creating the scenario groups you want to
use in advance. After you assign a scenario to a certain group, you can not
move it to another group.

To create a new scenario group

1. On the Manager, select from the Scenario menu the New group option,
or click the New group g button on the Standard toolbar.

A New group folder is added to the Scenario pane.

Scenanos view
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2. You can change the group's name by right-clicking it and selecting
Rename from the pop-up menu, or by double-clicking the current name
and entering a new name.

The new group name appears on the following places: the Scenario pane,
the Group drop-down list in the Scenario Creation Wizard, and the
Overview Page.

Note: When no scenario is defined, empty scenario groups will not appear
on the Overview Page.

Creating a Scenario

CA XOsoft creates and maintains replications in the context of user-defined
scenarios. A scenario is the basic unit of the CA XOsoft operation and it
consists of a definition set that include:

m  The type of application or database server to be protected.

m  The type of data protection solution.
m  Special tasks, such as Integrity Testing for Assured Recovery.
m  The connection details of the Master and Replica hosts.

m  The directories, sub-directories, databases and files that will be replicated
and their location on the Master and the Replica.

m  Configurable properties of the scenario and the Master and Replica hosts,
which affect different settings and operations, such as, synchronization
method, replication mode, spool size, report and event handling rules, and
more.

m  Recovery and Switchover parameters.

Each scenario defines a replication tree that set the flow of information from
the Master server to any number of designated Replicas. It establishes the
data recovery procedure, and, if applicable, the switchover parameters. You
can configure, add or remove servers from a scenario and select or modify
directories. This enables easy, complete control of the replication process over
any network, large or small. Each scenario is saved as an XML file.

Note: This section demonstrates the configuration of a generic File Server
Disaster Recovery scenario. For more detailed instructions involving High
Availability scenarios or scenarios tailored to specific applications such as
Exchange or SQL, see the appropriate CA XOsoft Operation Guide.
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To create a new scenario
1. Open the CA XOsoft Manager. Then, select from the Scenario menu the
New option, or click the New E button on the Standard toolbar.

The Scenario Creation Wizard appears:

@ Scenario Creation Wizard g|
‘Welcome to the New Scenario Wizard
XOsoft Manager
This wizard will help you create a new scenario, ether from seratch or using a predefined template. k may also be used to

create new templates. When the scenano creation is finished. you will be able to run the scenana.

P Welcome To exit the wizard and continue corfiguration manually from any step. click the Finish button.

Product Type
Scenario Setup
Scenario Verification
Run Scenario

(3 Create a New Scenario

O Create a New Template
(O Create a New Scenario from a Template

Assign a Scenario Group (select existing one or enter a new group name)

‘ Scenarios| v

Mext Cancel

2. Select the required scenario options, as follows:
m Select the Create a New Scenario option button.

m  From the Group drop-down list, select the group to which you want to
assign the new scenario, or enter a hame for a new scenario group.
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3. Click Next. The Select Server and Product Type page is displayed:

@ Scenario Creation Wizard rg‘

Select Server and Product T
XOsoft Manager pe

Select one of the licensad server and product types listed below, and the required task.  the desired option is not listed, ~
do one of the following: E
If you hawve an appropriate license key, exit the wizard by clicking Cancel, and select from the Help menu the Register
option.

+ Welcome

b Product Type Select Server Type

Scenario Setup [l @ MS Hyper-V

Scenario Verification {3 MS SharePoint Server
o P EE2 VMware vCenter Server

# CAXOSoft Control Service

Select Product Type
(® Replication and Data Recovery Scenario (DR)
O High Availability Scenario (HA)

Tasks on Replica
& MNone
O Integrity Testing for Assured Rscovery (AR)
O ARCserve Backup

[ Back ] Mext ][ Finish ][ Cancel ]

A list of available applications and scenario types is presented.
Note: The list of available applications depends on the licenses applied.
Select the required scenario options, as follows:

m  From the Select Server Type list, select the type of server for which
you want to create the scenario.

m  From the Select Product Type options, select Replication and
Disaster Recovery Scenario for DR, or select High Availability
Scenario for HA.

m [Optional - as license is needed] From the Tasks on Replica options,
select the tasks you want to implement in this scenario.

Notes:

m To learn more about Integrity Testing for Assured Recovery and
how it can help ensure success through automatic testing, refer to the
About Assured Recovery (see page 265).

m To learn more about ARCserve Backup and CA XOsoft r12.5
integration see the CA ARCserve Backup for Windows CA XOsoft
Integration Guide.

m To learn more about the CDP Repository, see Using the CDP Repository
(see page 297).
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4. Click Next. The Master and Replica Hosts page is displayed:

@ Scenario Creation Wizard El
Master and Replica Hosts
XOsoft Manager )
Enter the hostname or IP address for both the Master (source) and Replica farget) hosts.
f the scanario will involve mors than one Replica, add one Replica now, and manually add the other Replicas in the
Scenanio pane once you completed the wizard steps.
" Welcome
%" Product Type
«" Scenario Setup Scenaric Name File Server 1
P Hosts
CAXDsoft Engine Verfication Master Hostname|P (=] Pert | 25000
Master Directories
Replica Dirsctories Replica Hostname/IP (-] Fort | 25000
Scenario Properties
Hosts Properties [[] Assessment Mode
Scenario Verification
Run Scenario Verify CA XOsoft Engine on Hosts

Back [ Finish

5. Enter the following information:

m In the Scenario Name box - accept the default name or enter a new
name for the scenario. When entering a name, choose a unique name,
since you cannot use the same name for more than one scenario.

m In the Master and Replica Hostname/IP boxes - enter the
hostname or IP address of the Master (source) and Replica (target)
servers, or use the Browse buttons to find them.

m In the Port boxes: accept the default port no. (25000) or enter a new
port numbers for the Master and Replica.

Note: If you want to include more than one Replica in the scenario, enter
here the details of the first or most upstream Replica. After you finished
the scenario creation, manually enter the other Replicas, as described on
Add Additional Replica Servers (see page 105).

6. [Optional] Select the Assessment Mode check box, if you want to gather
statistics about the accurate bandwidth usage and compression ratio
benchmarking without actually replicating data. If you select this option,
no replication occurs, but a report is provided once the assessment process
is completed.

7. [Optional] Select the Verify CA XOsoft Engine on Hosts check box, if
you want the system to verify whether Engines are installed and running
on the Master and Replica hosts you specified in this page. If Engines are
not installed on the selected hosts, you can use this option to remotely
install the Engines on one or both hosts.
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8. After you selected the desired options, click Next.

Note: If you did not select the Verify CA XOsoft Engine on Hosts
option, move to step 11, page 50.

The Host Verification page appears:

&9 Scenario Creation Wizard
XOsoft Manager

‘Welcome
4 Product Type
Scenario Setup
4 Hosts
P Hosts Verfication
Master Directories
Replica Directories
Scenario Properties
Hosts Propetiss
Scenario Verification
Run Scenario

Hest Verification

The system automatically checks whether CA XOsoft Engine is installed on the selected hosts.
Toinstall an Engine on a host, select its check box and click Install.

Install On Hosts Server Status Current Version Logon Account Started 64-bit0S
=
-}

Total: Selected: [0 | Success: [0 | Emor: [0 |

Finish Cancel

CA XOsoft verifies the existence and connectivity of the Master and Replica
hosts you selected on the previous page. Once the connections are
verified, the system checks whether an Engine is installed on each host.

Note: If the user credentials you used to log in to the Manager are
different than the ones required for working with the remote hosts, the
Server Status is reported as Not connected. Then, another User
credentials dialog appears, asking you to enter log on account details for
each selected host:

User credentials

User account for host "172.16.95.2™:

X

User name: |

Password: |

Domain: |

User account for host *172.16.95.3™

User name: |

Password: |

Domain: |
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10.

Note: You must enter exactly the same User Credentials you used for
logging into the remote host.

After you enter the details, the system repeats the verification process.

Check whether an Engine is installed on the selected hosts using the
Current Version column:

If an Installed indication appears under the Server Status column in
both rows, you can move to the next page.

If an Installed indication appears, but the version number is different
than the version number of the Control Service you are using, you can
reinstall the current version by clicking the Install button.

If a Not Installed indication appears, you need to install the Engine.
Click the Install button to remotely install the Engine on the selected
host.

Note: You can install the Engine on both hosts at once. To perform
this, select the check boxes of both hosts, and click the Install button.

Once you click the Install button, the CA XOsoft Engine service log on
account dialog appears:

CA X0Osoft Engine service log on account E|

() Local System
(%) This accourt
User name:
Passward:

Domain:

[ ok ][ cancel |

Enter the required information according to following guidelines:

For Disaster Recovery purposes - it is sufficient to be a Local
Administrator (Local System).

For clusters (including DR scenarios) - you need to run under the same
account as the Cluster Service account.

For HA - you need to run under account with a Domain Administrative
privileges.

For [Exchange] CDP DR- you need to run under account with a Domain
Administrative privileges.
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Wait until the installation is complete, and the Engine's version number
appears in the Current Version column:

Install On Hosts Status Current Version
2417216552 Complete 5.0.0

11. Click Next. The Master Root Directories page appears:

@ Scenario Creation Wizard [g|
Master Root Directories
XOsoft Manager
Choose the Root Directories on the Master host to be replicated. by selecting their check boxes.
To exclude content from being replicated. clear the sub-directory orfile check box
Use the File Filter to include or exclude files by entering wildcand characters {e.g. “tmp), and clicking Apply.
Welcome
+ Product Type File: Fiter
Scenario Setup @ Nofilter O Include files O Exclude files
« Hosts |
B Master Directories
Replica Directories m (e C:!
Scenario Properties O
Hosts Properties
Scenario Verification
Run Scenario

Directories

Back Finish Cancel

CA XOsoft displays the directories and files that are on the Master server.
These directories and files are the data that can be replicated and
protected. CA XOsoft automatically aggregates data that has a common
path into one directory.

Notes:

m When you select root directories for the Master or Replica servers, the
total character length of root directory plus subdirectory names should
not exceed 1024 characters.

m After you finish creating the scenario through the wizard, you can also
select registry keys for synchronization, as described in Synchronize

Registry Keys (see page 117).

52 User Guide



Creating a Scenario

12. Choose the directories and files you want to replicate from the Master to
the Replica by selecting their check boxes. You can exclude folders and
files from replication by clearing their check boxes.

Selecting a drive or a directory on the left side, displays its content on the

right side:
= g 172.16.85.2 :I Documents and Settings A
= Dw []ET) Inetpub
]2 Documents and (I8 Program Files
CIET) Inetpub
- [¥IC3 RECYCLER
[CJE3) Program Files _
[JEm RECYCLER []ET) System Velume Information
[T System Volume [¥IE3) Tools
CIET) Teals I3 wINDOWS
CIEm WINDOWS []E3) wmpub
& wmeub ] AUTOEXEC.BAT
[E) bostini

[¥][E] CONFIG.SYS

@ Exchange Server Setup Progress log
¥I& 10.5vs

[ [E] logfile.tet

[¥][E) msDos.sYs

[¥][E] NTDETECT.COM

[“1[Z) ntidr

Notes:

= You can use wildcards to filter the data that will be replicated by
selecting the appropriate option button on the File Filter section, and
entering the expression in the box below (for more information, see
Filter Master Directory Files (see page 109)):

File Fitter
) Mo fitter

) Include files

(*) Bxclude files

*log

| foply

m  Replication of mount points will succeed, only if those were added to
the Master before the Engine began to run. If you included the mount
points in the Master root directories when the Engine was already
running, no error is reported but the replication does not start. In this
case, you need to restart the Engine to initiate replication.
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13. After defining the data to be replicated, click Next.

The Replica Root Directories page is displayed:

@) Scenario Creation Wizard |Z|
Replica Root Directories
XOsoft Manager
Select the Root Dirsctores on the Replica host.
" Welcome
W mirEi T Replica Root Directories Master Root Directories
 Scenario Setup Ba Directories
 Hosts B c/Tools CiTaols

" Master Directories

P Replica Directories

Scenario Properties

Hosts Properties
Scenario Verification
Run Scenario

Back Ned J[ Enish J[  Cancel |

In this page you select the directories on the Replica where the replicated
data will be stored.

Important! The Scenario Creation Wizard automatically configures the
Replica root directories to be the same as the Master root directories. If
you want to keep this configuration, ensure that your Replica server has
the same drive letters as the Master server, and that the selected
directories on the Replica do not contain data you want to save. You can
change the default configuration at a later stage, as described on Select
Replica Root Directories (see page 125).
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14. To change the Replica root directories, double-click the specified
directories path. The Browse and Select Replica Directory appears:

M| Browse and Select Replica Directory |:| |§| fg|
Select the Replica directory for storing replicated data in 172.16.95.3 (172.16.85.3)

EF=%17216.953
e CJ

[27) Documents and Settings
3 Inetpub
[23) Program Files
3 RECYCLER
[msP
[23) System Volume Information
3 Tools
3 winDOwsS
[ wmpub

[ OK |[ cancel |

15. Select the directory on the Replica in which the replicated data will be
stored, and click OK.

You return to the Replica Root Directories page.

Note: You can manually change the directory you selected for storing the
replicated data, by clicking the selected directory name and entering a new
directory. If you are entering a directory name that does not exist on the
Replica, CA XOsoft creates it automatically:

Replica Root Directories Master Root Directories

B@ Directories
= C:/Replicated Datal
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16. After defining the storage location of the replicated data, click Next.

The Scenario Properties page appears:

@ Scenario Creation Wizard

Scenario Properties
XOsoft Manager
The scenario properties are configured here. You can alse configure these properties after the completion of the wizard
steps.
The recommended default values are already listed. Bsfore changing these values, please refer to the CA XOsoft r12 User
Wel Guide.

+ Product Type

Scenario Setup General

& Hosts Replication
« Master Directories

Property Value

Event Notification
« Replica Dirsctories =) Report Handling
P Scenario Propertiss
Hosts Fropetties
Scenario Verification
Run Scenario

Back  |[  New [ Emsn | Cencel |

The Scenario Properties page enables you to configure the scenario
properties that affect the entire scenario. Typically, the default values are
sufficient.

If you want to configure the scenario properties at this stage, refer to
Understanding Scenario Properties (see page 138). To configure the
scenario properties at a later stage, refer to Configuring Scenario

Properties (see page 137).
17. Click Next. The Master and Replica Properties page appears:

@) Scenario Creation Wizard [Zl
Master and Replica Properties

XOsoft Manager
The Master and Replics properties ans configured hers You can slso configurs thase properties sfter the complation of the
wizard steps.
The recommended default values are already listed. Before changing these values, please refer to the CA XOsoft r12 User
Guide.

+ Welcome

4 Product Type
+ Scenario Setup
4 Hosts

Master Properties Value Replica Properties Value
Host Connection | Host Connection
Replication =] Replication

« Master Corfiguration Spool D) spool
4 Scenario Properties Event Notification @ Recovery
P Hosis Properties Reports Scheduled Tasks
Switchover Properties Event Notification
Scenario Verification Reports

Run Scenario
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18.

The Master and Replica Properties page enables you to configure the
properties that are related to either the Master or Replica host. Typically,
the default values are sufficient.

If you want to configure the Master and Replica properties at this stage,
refer to Setting Master and Replica Properties (see page 163). To configure
the Master and Replica properties at a later stage, refer to Configuring
Master or Replica Server Properties (see page 164).

Note: You can modify all the settings in this pane after the scenario is
created. However, before changing any Spool properties (which can be
configured here), review the Spool information (see page 167) for
configuration details.

Once you are satisfied with the Master and Replica properties, click Next.

CA XOsoft verifies the validity of the new scenario and checks many
different parameters between the Master and Replica servers to ensure a
successful Disaster Recovery. Once the verification is completed, the
Scenario Verification page appears:

) Scenario Creation Wizard 3

Scenario Verificati
XOsoft Manager ario Verification

The system automatically verfies the scenano seftings to help ensure proper operation.

Any emors must be resolved before continuing. It is also strongfy recommended that all wamings be resolved. ff continuing
with waming, ensure their potential impact is fully understood. After making any necessary changes, dick Retry to repeat the
scenario verfication

‘Welcome
4 Product Type
Scenario Setup Scenario created and verified successfully
" Hosts
4 Master Directories

+ Replica Directories
" Scenario Properties
4 Hosts Properties
P Scenario Verification
Run Scenario

[ Back ] Next Finish Cancel

Note: Although the software allows you to continue with warnings, it is not
recommended to do so. Resolve any warning situations before continuing
to ensure proper operation of the application.
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19. If the scenario is verified successfully, click Next.

The Scenario Run page appears:

@ Scenario Creation Wizard El
Scenaric Run
XOsoft Manager
The scenario has been configured and is ready to run. Press Run Mow to start the scenario. Initial data synchronization will start
automatically after pressing the Run Mow button. To run scenario later press the Finish button
+ Welcome
4+ Product Type
+ Scenario Setup Scenario 'File Server 1'is ready to run
+ Hosts
+ Master Directories Product type | DR
< FEE DEReE Server type | FileServer
¥ Scenario Properties
 Hosts Propeties Integrity Testing for Assured Recovery | off
« Scenario Verification Replication mode | Onling
P Run Scenaric
Master
MName 172.16.40.20
Spool size (MB) Infinite
Spooal path [INSTALLDIRAMp/Spool]
Replica
MName 172.16.40.57
Spool size (MB) Infinite
Spooal path [INSTALLDIRAmMp/spool]
Master Root Directories Replica Root Directories
C.Tools = CiTools
Back Bun Now FEinish Cancel

20. After the scenario is verified, you are prompted to run it. Running the
scenario starts the data synchronization process.

m To finish the scenario creation and run it later, select Finish.
m To run the scenario now, click Run Now.
The synchronization process starts.

21. Synchronization may take a while depending on database size and network
bandwidth between the Master and Replica. You will receive the following
message in the Event pane when synchronization is complete: All
modifications during synchronization period are replicated. At this point,
real-time replication is operational and the Disaster Recovery solution is
installed and active.
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22. By default, a synchronization report is generated:

Note: For more information about opening a report, refer to Viewing a
Report (see page 94).

CA XOsoft Report Center

Report Center Home Page

CA XOsoft Replication

SYNCHRONIZATION REPORT

Synchronization mode FileSynchronizatien (ignore files with the game size and modification time}
Scenario File Server 1
Master host 130.119.185.152(1)
Replica host 130.119.185.153(2)
Scenario start time 18-Mar-0% 12:18:09
Report start time 18-Mar-0% 12:21:02
Report finish time 18-Mar-09 12:21:21

Summary:
Total number of files modified o4
Total number of bytes changed 12.76MB
Total number of directories created 13
Total number of files with different security attributes 1
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Using Templates

Templates are a powerful facility for customizing CA XOsoft for your own
environment. Many applications allow the default values of individual
parameters to be modified. Examples might be the default font to be used in
new documents in Microsoft Word, or the default signature for new messages
in a mail client application. Templates take this idea one step further.

Rather than provide a method to modify a single, global default value,
templates offer the ability to create an entire scenario that can be used as the
starting point for new scenarios in the future. These special template scenarios
contain all the parameters of an actual scenario and all of them may be
modified except those that clearly apply to a specific, individual scenario (such
as the host names of the Master and Replica servers).

The second important advantage of templates over a set of global defaults is
that they allow different sets of defaults to be created for different types of
scenarios. For example, the default values appropriate for your High
Availability Exchange scenarios are not identical to those for your DR File
Server scenarios. With templates, you can create default settings and maintain
them individually for each type of scenario your IT environment needs.

Create a Template

Templates are simple to create and use, and their creation process is basically
similar to the creation of a new scenario. However, because a template is not
associated with any actual servers, some values cannot be entered, such as
the host names or IP addresses of the Master and Replica servers. Also, while
default folder paths can be entered on the Directories tab, they must be typed
explicitly rather than entered through a file browser.

All the templates are automatically stored in the Templates folder on the
Scenario pane. This folder does not appear in the Scenario pane until at least
one template is created.
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To create a new template

|
1. Open the Scenario Creation Wizard by clicking the New Q button on the
Standard toolbar, or selecting New from the Scenario menu.

The Scenario Creation Wizard opens.

@ Scenario Creation Wizard rg|
Welcome to the New Scenaric Wizard
XOsoft Manager
This wizard will help you create a new seenario, either from scratch or using a predsfined template. | may also be used to

create new templates. When the scenario creation is finished, you will be able to run the scenario.

O o To ext the wizard and cortinue corfiguration manuall from any step, dlick the Finish button

Template Type
Template Setup

O Create a New Scenario
(® Create a New Template
O Create a New Scenario from a Template

Assign a Scenario Group (select existing ane or enter a new group name)

2. Select the Create a New Template option button, and click Next.

The Select Server and Product Type page opens.

@) Scenario Creation Wizard @

Select Server and Product Ty
XOsoft Manager we
Select one of the licsnsed server and product types listed below, and the required task. F the desired option is net listed. 4]
do ane of the fallowing: =
¥ you have an appropnate license key, exit the wizard by icking Cance, and select from the Help menu the Register  —
+ Welcome aption. v
P Template Type S T
Template Setup & MS Hyper-
‘. MS Exchange Server (i MS ShzrePoint Server
) Oracle Datebase ££21 ViMware vCenter Server

[4 MS SQL Server
T MS IS Server
|49 CAXOSoft Control Service

Select Froduct Type
® Replication and Data Recovery Scenario (DR)
O High Avalabiity Scenaro (HA)

Tasks on Replica
@ None
O Integry Testing for Assured Resovery (AR)
O ARCssrve Backup

| Back il Next il finish  |[ cancel |
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3. Select the required scenario options, and click Next.

The Template Name and Comments page opens.

@) Scenario Creation Wizard rzl

Template Name and Comments
XOsoft Manager

You can define the name of the template. You can also to add comments.

Welcome
« Template Type
Template Setup

P Template Name

Template Propeties

Template Name [Fie Server DR |

Hosts Propaties

Template Comments [ |

[ & ) tee [ wst )[ Coca

4. As with any scenario, you have the opportunity to rename the template.
This name is the base for the default names of the scenarios that are
created using this template. You can also add description of the template
in the Template Comments box. This description appears on the
Scenario pane as part of the template's details and can help you identify
the template configuration.

5. Click Next. The Template Properties page appears. From this step, the
wizard pages are similar to the ones you use in creating a new scenario
(see page 46). Continue defining the template by following the wizard
instructions.

62 User Guide



Using Templates

Create a New Scenario using an Existing Template

Creating a new scenario using a template saves you the need to separately
configure each required scenario. When you are using one of the existing
templates, a new scenario is created with all parameter values taken from that
template.

Note: Scenarios cannot be created from a template until the template has
been saved. Changing parameter values in a template will not change the
values of those parameters in a scenario that was previously created from it.

To create a new scenario using a template

|
1. Open the Scenario Creation Wizard by clicking the New Q button on the
Standard toolbar, or selecting New from the Scenario menu.
The Scenario Creation Wizard opens.

@ Scenario Creation Wizard fg

Welcome to the New Scenario Wizard
XOsoft Manager

This wizard will help you create & new scenanio, either from scratch or using a predefined template. it may also be used to
create new templates. When the scenario creation is finished, you will be able to run the scenario

P Welcome To exit the wizard and continue corfiguration manually from any step, click the Finish button.

Select Templete
Scenario Setup
Scenario Verification
Run Scenario

(O Create a New Scenario

(O Create a New Template

(® Create a New Scenario from a Template

fissign a Scenario Group (select existing one or enter a new group name)

| File Server Scenarios v

2. Select the Create a New Scenario from a Template option button, and
assign the new scenario to a group. Then, click Next.
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The Select Template page opens.

(t:“:r) Scenario Creation Wizard

XOsoft Manager

+ Welcome

P Select Templete
Scenario Selup
Scenario Verification
Run Scenario

Select Template
Select template to create scenario from it

Type Comments

plate contain

Template for Exchange HA Exchange This template include basic config

Beck  J[  Mea [ Fnish [ Cancel |

The available templates appear in this page.

3. Select the template that is best suited for your needs and click Next.

The Master and Replica Hosts page opens.

8 Scenario Creation Wizard

XOsoft Manager

« Welcome

4 Product Type

+ Scenario Setup
P Hosts
CA XOsoft Engine Verffication
Master Directories
Replica Directonies
Scenario Properties
Hosts Properties

Scenario Verification

Run Scenario

X

Master and Replica Hosts

Entter the hostname or IP address for both the Master (source) and Replica target) hosts
If the scenario will involve more than one Replica, add one Replica now, and manually add the other Replicas in the
Scenario pane once you completed the wizard steps.

Scenario Name [zt for DR Fie Server] |

Master Hostname/IP | |D Port
Replica Hostnamel/IP | |D Port

[ Assessment Mode

Verify CA XOsoft Engine on Hosts

Back [ Finish ][ Cancel
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The default scenario name is the template name. You can either keep it or
change it.

From this step, the wizard pages are similar to the ones you use in

creating a new scenario (see page 46). Continue defining the new scenario
by following the wizard instructions.
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Chapter 4: Running the Replication
Process

This section describes the following procedures: initiating and stopping
replication, changing configuration when replication is running, opening and
closing the CA XOsoft Manager while replication is running, initiating
synchronization, and suspending replication.

This section contains the following topics:

Initiate Replication (see page 67)

Stop Replication (see page 71)

Change Configuration when a Scenario is Running (see page 72)
Synchronization (see page 73)

Close and Open the CA XOsoft Manager during Replication (see page 74)
Suspend Replication (see page 75)

Initiate Replication

After you create a scenario, you need to run it to start the replication process.
Normally, before data changes on the Master will begin to be replicated on the
Replica, the Master and the Replica need to be synchronized. Therefore, the
first step in initiating a replication is synchronizing the Master and Replica
servers. After the servers have been synchronized, an online replication starts
automatically, continuously updating the Replica with all of the changes that
occur on the Master. CA XOsoft allows simultaneous synchronization and
replication. In this case, the servers are synchronized while files are in use and
being updated. All of these changes that occur on the Master are captured and
being held in a spool, and once the synchronization is completed, the
replication starts and the changes are updated on the Replica.

Note: In order for the replication process to succeed, verify that the user
under which the CA XOsoft Engine is running has Read permission on the
Master, and Read and Write permissions on each replication root directory and
included files, and on all participating Replica hosts.
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To initiate replication

1. From the Scenario pane, select the scenario you want to run.

2. To run the scenario, click the Run H button on the Standard toolbar.

) CA XOsoft Manager 130.119.186.172:8088

Scenario  Edit Events View Tools Help

O () & ([ B (S8 B v | 65 62 |y, I B @) WL

- R ) ) * )
&i Scenario View S P View @ Snapshot View & Remote Installer Monitor fi.l Host

Scenario view
=] @lﬁle Server Scenarios
Scenano
= ¥HFile Server 1
Hosts
= M172.165
1

B172.

E.
CA XOsoft verifies the scenario before running it.

3. If the scenario was not set up correctly or problems occurred in the
participating hosts, errors are reported on the Event pane.

Notes:

m If any errors are displayed, you cannot run the scenario. These errors
must be corrected before you can start the replication process.

m  Replication of mount points will succeed only if those were added to
the Master before the Engine was started. If you included the mount
points in the Master root directories when the Engine was already
running, no error is reported but the replication does not start. In this
case, you need to restart the Engine on the Master before initiating
replication.

4. When no error is reported, the Run dialog opens.

CA XOsoft will start replication after the synchronization process is
completed.

Synchronization Method

(#) File synchronization

Best suited for a large number of small files
() Block synchronization

Best suited for large files

Ignore same size/time files

[ Skip Synchronization

[ oK l [ Cancel

The Run dialog contains the synchronization options.
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Note: In general, the default values are the most appropriate choice.

For File Server scenario, verify that the File Synchronization is selected
as the synchronization method, and click OK.

Important! Do not skip synchronization unless you are absolutely certain
that the data in the Master and Replicas root directories is identical.

The Manager now indicates that the scenario is running via the green play
symbol to the left of the scenario, and via the scenario's state which turns
into Running:

Running DR FileServer Online
Hosts Changed Synchronzed Files In spool H
17216552 0 Bytes { Bytes o L] Eyles|
E17216953 0 Bytes 0 Bytes 0 ] Byles|

Once a scenario is running, a Statistics tab appears at the bottom of the
Framework pane, displaying a graphical view of the replication.

& CA XOsoft Manager 130.119.186.172:8088

Seer fit Events View Tools Help
BOE® o8 e FE L 026 by

o View | £ CDPView [2] Snapshot View 55 Remote Installer Monitor #& Host Maintenance Monitor _

E5HA Scenari
EhScenctos
BA ==

Hose Changed Synchronize:
B B17216952 | 1275 Mg
17216353 | 1275 MB|

@ (File Server 2 Editing DR

0% of spool
0Bytes

IRO011S. 4 nfo = 17216953 12/20/2008 70242 P Root drectory C:/Tools synchronized

SRO0139 4 Significant 17216952 2/20/2008 7:02:31 PM ‘Starting File ion figr

SRO0014 4 Significant 517216952 2/20/2008 7:02:26 PM ‘Starting scenario File Server 1

1M00405 4 nfo =Fie Server 1 2/20/2008 65316 PM Posting Synchronization report created at 12/20/08 19:02:42'to Reports
SMD0165 4 significant =iFile Server 1 2/20/2008 6:44:00 PM Connected to 172.16.95.2

Events | Scenario Validation Results

By default, once synchronization occurs, a Synchronization Report is
generated. To view the report, refer to Viewing a Report (see page 94).

Note: You can also generate a Replication Report (see page 99) on a
regular basis to monitor the replication process on each participating
server.
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Run Mode

While replication is running and the running scenario is selected, the CA XOsoft
Manager screen becomes gray. No configuration change or editing is possible
at this time. Statistics are shown in the Framework pane on the right. Events
are recorded in the Events pane on the bottom.

) CA XOsoft Manager 130.119.186.172:8088 AR
Scenario  Edit Events View Tools Help

LB O S8 8 o0 | §5 88 oo | DD =

[ ({FIMS Exchange HA
GhFle Server Scenarios

2 Fle Sarver Running DR
! Hosts | Change | Synchvonized

=B 172164020 [ 10133% 44,40 vig|

172164057 | 101.33 Mg 0Bytes|

FileServer Oniine.

Fia
52
il

0 9% of spool
0Bytes

Events | Scenario Validation Results

Note: When working with clusters you should be aware that CA XOsoft does
not support renaming a Cluster Group while the Engine is running. To ensure
the proper operation of clusters with CA XOsoft, stop the Engine before
renaming a Cluster Group.
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Stop Replication

To stop replication

1. From the Scenario pane, select the scenario you want to stop.

2. To stop the scenario, click the Stop @ button on the Standard toolbar.

A confirmation message appears prompting you to approve the scenario
stopping.

&4 CA XOsoft Manager 130.119.186.172:8088

Scenario Edit Events View Tools Help

BOEQ @ SR Sk 0EE e

[ scenario View| g CDP View [H] Snapshot View 5 Remote Installer Monitor # Host
Scenario view

-« 3 X
ik SN Ruing DR _______ FileServer _ Online ____
| Hosts ' Changed | Synchronized : Fiasz :
B B172.16.952 [ 0 Bytes 0 Bytes 0 0 Bytes
17216953 _ 0 Bytes. 0 Bytes 0 0 Bytes
+ EJHA Scenarios
+ & Scenarios

LY ?J Aré yoU sure you want to stop scenano “File Server 12

Lve J[ n |
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Click Yes in the confirmation message. The scenario stops.

After stopping the scenario, the Manager no longer shows the green play
symbol to the left of the scenario, the scenario's state turns into Stopped
by user, and the Statistics tab is no longer available on the Framework
pane.

Scenario view

= E5File Server Scenarios
Scenano
= “HFile Server 1

Hosts

B 1721695
=728,

Change Configuration when a Scenario is Running

You cannot make changes to the scenario settings, nodes, or directories while
the scenario is running.

To make changes to the scenario nodes or directories

1.

Stop replication by clicking the Stop button.

The CA XOsoft Manager screen background returns to its normal color, the
Statistics tab is closed, and the functions of the Properties and Directories
tabs in the Framework pane become active.

Make all necessary changes, and save them by clicking the Save button on
the Standard toolbar.

To restart the replication with the new configuration, click the Run button
again.
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Synchronization

The synchronization process can be manually activated at any time, whether
replication is running or not. Manual synchronization is recommended in the
following situations:

Before starting replication on servers with large amounts of data and a
heavy update rate.

After a lengthy network failure, if automatic synchronization is not
activated.

After rebooting one of the participating servers, if automatic
synchronization is not activated.

To synchronize the Master and the Replica

1.

2.

On the Scenario pane, select the scenario you want to synchronize.

El'h
Click the Synchronize ﬂ button on the Standard toolbar, or select the
Synchronize option from the Tools menu. The Synchronization dialog
appears, displaying the synchronization options.

CA XDs=oft will start replication after the synchronization process is
completed.

Synchronization Method

(%) File synchronization
Best suited for a large number of small files

() Block synchronization
Best suited for large files

lgnore same sizetime files

] Skip Synchronization

oK l [ Cancel ]

Choose the desired options. For more information about the
synchronization methods refer to How Synchronization Works (see page
19) and Synchronization Type (see page 139).

Note: You can also set synchronization to run automatically at pre-
scheduled hours on specific days, and exclude it from specific dates. Refer
to Schedule Synchronization (see page 145).

Click OK to start the synchronization according to the method you
selected.
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Note: You can issue a synchronization command while a Replica is
suspended; however it is performed only after the replication is resumed.

Once the synchronization process starts, the Statistics tab opens,
informing you that Synchronization in progress.

Root Directories |l Properties |||, Statistics

Close and Open the CA XOsoft Manager during Replication

After the scenario has been defined, and replication has started, the CA XOsoft
Manager can be closed. It may remain open only for real-time monitoring of
the replication process. Closing the Manager does NOT stop the running
scenarios. When it is opened again, it automatically uploads all of the saved
scenarios and displays their status.

Note: Even when the CA XOsoft Manager is closed, it is possible to monitor
the replicated system via the Overview page. You can also get notifications by
email or by automatically running user-defined scripts when important events
or errors occur. (For more information, see the Event Notification sections, on
the Scenario, Master and Replica Properties sections.)

74 User Guide



Suspend Replication

Suspend Replication

At times it may be necessary to suspend updates on a Replica machine in
order to perform system maintenance or some other form of processing that
does not modify the replicated data there. Usually, it is not desirable to stop
replication since this requires a resynchronization afterward. The replication
suspension feature of CA XOsoft solves this problem.

During the suspension period, all changes are spooled on the Master or on the
Replica located upstream of the suspended Replica. In other words, changes
continue to be recorded for update on the suspended Replica, but are not
actually transferred until replication is resumed. Once replication is resumed,
the accumulated changes are transferred and applied without any need to
perform a full resynchronization of the data.

Replication may be suspended either manually or on a scheduled basis.

Important! It is imperative that during suspension, you do nothing on the
Replica that causes the data to change in any way, including starting an
application such as Exchange, SQL Server, or Oracle. If you need to start
programs that will change data on the Replica, you may use the Assured
Recovery option (see page 265).

Notes:

®  You cannot suspend replication during synchronization. You can suspend
replication only temporarily, since changes are accumulated in the spool
directory of the Master or upstream Replica. Make sure that sufficient disk
space is available for the spool to hold the changes during the time the
Replica is suspended.

m  In a scenario that has more than one Replica host, you can only suspend
one Replica at a time.
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Suspend Replication Manually

To manually suspend replication to a particular Replica

1.

On the Scenario pane, select the Replica you want to suspend. Then, click

the Suspend E button, or select the Suspend Replication option from
the Tools menu.

A confirmation message appears, informing you that any change of the
Replica root directories content during suspension will require manual
resynchronization.

CA XOsoft Manager

92 Any change of root directory content on Replica host during suspend (including bringing the database online) will reguire manual resynchronization. To
\J bring the replica databases online without resynchronizing please use Assured Recovery.

Are you sure you wish to suspend replication to host 172.16.95.3?

Click Yes to suspend the replication.

Once the Replica is suspended, a red icon appears next to the Replica on
the Scenario pane.

=3 D File Server Running DR FileServer Online
Haosts Changed Synchronized Files In spocl
= E172.16.40.20 101.38 MB 44 40 MB| 542 0 Bytes
MR 172.16.40.57 101.28 MB 0 Bytes O 0 Bytes

Note: During suspension, the scenario's state does not change but stays
Running, since it is only the replication to the Replica that is suspended.

On the Scenario Statistics pane appear a suspension icon and a caption,
informing you that the replication is suspended.

Scenario Statistics v
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While replication is suspended, you may perform maintenance on the
Replica server, including reboot. However, it is very important not to
modify the replicated data in any way or a full resynchronization with the
Master will be required.

Note: You can issue a synchronization command while a Replica is
suspended; however, it is performed only after the replication is resumed.

Resume Replication after Manual Suspension

To resume replication after manual suspension

1. After you suspend a Replica, the Suspend @ button toggles to Resume

Replication. When you are ready to resume the replication, click the
Resume Replication button, or select the Resume Replication option
from the Tools menu.

Scenaric Edit Events View Taoaols Help
i 0 (2 & @ CE 2 e 6 0 [0 2 @ b .
& Scenario View| = CDP View @ 5napshuty“.‘}\‘\| Resume Replication Ialler Monitar

SCEnano view

A confirmation message appears:

CA X0soft Manager X

$ Are you sure you wish to resume replication to host 172.16.40.577

Yes ] [ Mo

Click Yes to resume replication.

Once the replication is resumed, the red icon disappears from the Replica
on the Scenario pane, and the suspension symbol disappears from the
Scenario Statistics pane.

Schedule Replication Suspension

To schedule automatic replication suspension

1.

On the Scenario pane, select the Replica you want to suspend and stop the
scenario in which it participates.

On the Framework pane, select the Properties tab to open the Replica
Properties list.
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3. On the Replica Properties list, open the Scheduled Tasks group. On the
Suspension property, set the value to On.

Replica "172.16.71.141" Properties L
Froperty Value
@ Host Connection
@ Replication
=E) spool
@ Recovery
28 Scheduled Tasks
. =8swsperd o |
Schedule Mot Set
B[l Create Shadow Copy (VSS) On
Number of Snapshots to Keep 10
Shadow Storage Velume Default
Max Storage Size per Volume Unlimited
@ Event Motification
@ Repori=s

Temporarily ceases delivering changes to the suspended Replica. Changes are accumulated in a spool until the replication
15 resumed, so that re-synchronization is not reguired.

[ Root Directories |El} Properties |5 High Availability Properties

4. On the Schedule property, click the value box.

The Suspend hours dialog opens.

Suspend hours X

Suspend hours

v 5 e

Days/Hours 0|j1|2]|3|4|56|6]7|8|9|10(11]12|13(14|15(16| 17|18 19(20]|21]| 22|23
Sunday
Menday
Tuesday
‘wednesday
Thursday
Friday
Saturday

-

Excluded dates

02/28/2008 V| [ Add ] [ Remove

((Advanced | ok ][ cancel
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The Suspend hours dialog is similar to the Schedule Setting dialog,
which is used for scheduling automatic synchronization. For information
about setting a schedule, refer to Schedule Synchronization (see page
145).

Set the schedule for automatic suspension in the Suspend hours dialog,
and click OK to save your schedule and close the dialog.

To activate the schedule, click the Save button on the Standard tool bar
and start the scenario.

The Replica you selected for suspension will be suspended and resumed
according to the set schedule.
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Chapter 5: Monitoring Replication

This section describes the various monitoring tools of CA XOsoft that enable
you to easily control and monitor your replication environment.

This section contains the following topics:

The CA XOsoft Overview Page (see page 81)
The CA XOsoft Manager (see page 82)
Events (see page 90)

Reports (see page 93)

The CA XOsoft Overview Page

The CA XOsoft Overview Page allows simultaneous monitoring by any number
of administrators or professionals who wish to be informed about the state of
the replicated system.

7 CA XOsoft Replication and High Availability Overview - Windows Internet Explorer

+ [ ] httpr/jborsan2:5058 stert_page.aspx | [#2] (%] [cooge
Fle Edt View Favoites Tooks Help Links 48] Customize Links g | Free Hotmail 48 | Windows %0 Windows Marketpiace ] Windows Media > @snanit B &
& & [B3-| @carosonrepeasonan.. X [grenrirmp-ormsare || BB @ e Gros - @@
o]
CA XOsoft Replication and High Availability
Login: \borsal2 Updated: 19:52:43 2008 yn 06 "wan or
Scenario Hanagement LGl Scenanne) 3 = r— No Completed AR Tests
€. Ciick to manage Scenarios Ennngissstancs g
Scenarios Stopped by Ermor 0 [[Running wih Eror
<! |[Report Center Scenarios Stopped by User i [Wstopped
i Click to open the Report Genter Scenarios Stopped for Switchover 0 [WllRezdy for HM
Unknown
CA XOsoft Web Site f{“"a””ZRmz ’;’ all Tost ; E
@ Click to open GA XOsoft Web Site unnigssssuedlteooverylests [E3Rerd)
Suspended Replicas 0 (A - Bachiard
Scenarios in Unknawn State 0
=/ cu:k to open the Online Help Errars 0
Warnings 0
out
Click to open the About window
Scenarios
I File Sener Scenarios
|Scenario Name: |Host |Errors. | State | Total Updated (KB)
AR
17216 4020 v |Scenario Name | Host |Errors. | State |Totel Updated (KB)
1721671140 v 1S Exchangs HA 1721671140 0 Running 122
17216.71.141 v B Scenarios
|Scenario Name |Host |Erors. | State |Total Updated (KB)
File Sewver 1 172.16.40.20 0 Ready for HM 213229
Recent Critical Events
Seveity |Scenario WMessage Time
&
Done 3 Localinranet 100% -

Note: There is no need to refresh the browser; the Overview page refreshes
automatically.
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The CA XOsoft Manager

The CA XOsoft Manager enables you to easily control and monitor your
replicated system.

Monitor Multiple Scenarios

The Scenario pane shows the current status for all scenarios in one pane.

Scenario view
£l ET5File Server Scenarios
Ei}-@ﬁle Server Stopped by user DR Online
Hosts Changed Synchronized Filez In zpocl
£ 172.16.40.20
- 172164057
= ElgHA Scenarios
& b MS Exchange HA Running = 0K HA Orline
Hosts Changed Synchronzed Filzz In spacl i
= [ 172.16.71.140 112 KB 26.03 MB [ D Bytes
E""E'ITZ.'IE.TI.'IM 111 KB 26.03 MB 5 0 Bytes
£ £T5 Scenarios
Bl * Fic Server 1 e _
Hosts Changed Synchronized Filez In zpocl
172.16.40.20 5747 MB 0 Bytes o 33.68 MB
- 172164057 46.62 MB 0 Bytes O 16.43 MB

You can customize the way the columns are displayed. For more information,
refer to Customizing the Scenario Pane (see page 37).
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State Information

State information is displayed beside each scenario name and beside each
server in the replication tree, whenever a synchronization process has been
started or completed, and whenever a replication process is underway.

The state information includes:

m A graphic indication next to the scenario name indicating the scenario is
running E, oris idle ],

m A graphic indication next to the server name indicating that the server is a
Master (active) server @, or a Replica (standby) server -1}

m A graphic indication of whether the servers are connected: if the
connection to any of the participating servers is lost, the server icon
appears with a large red X marked over it.

Live Statistics

Live statistics are displayed in two areas:
m  Scenario pane

m  Statistics pane
Scenario Pane

The live statistics displayed in the Scenario pane include the following
information:

lﬁﬁle Server Scenarios

Hosts =
= E172.16.40.20 45.02 MB 350.41 MB 6810} 2334 MB

E172.16.40.57 8.62 MB 350.41 MB 6810 16.85 ME

= Changed - total data replicated from this host since the last
synchronization.

m  Synchronized - total data synchronized from this host.
m  Files - total number of files replicated from this host.

m  In Spool - total (current) amount of data contained in the spool.
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Statistics Tab

The Statistics tab in the Framework pane also displays live statistics. Different
statistics information is displayed for a scenario, a Master and each Replica
server.

Note: The Statistics tab on the Framework pane appears only when a scenario
is running.
The available live information in the Statistics tab is as follows:

m  Statistics per scenario - a graphical overview of the scenario state.
Scenario Statistics v
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Statistics per Master - a table that containing the following information:
state; replication starting date and time; CA XOsoft Engine version no.;
total amount of data contained in the spool; total amount of data changed
in the root directories since the beginning of the replication process,
including the number of created folders and changed, removed and
renamed files; total size of files sent and replicated from this host;
synchronization method; and synchronization progress.

[[n, Stetistics > 0 X
| Master 172.16.40.20' Statistics b
State: Running
Start of replication: | 03/03/08 20:08:49
Version: 5.0.1.153
Spool space:
[ Size [ %% of threshold |
| OBytes I |
Online file changes per root directory:
[Root Directary | Size [ Folders Created [ Changed [Remaoved [Renamed
[ C:/Tools [213.21MB | 253 [ 3243 [z [2

Transferred bytes to Replicas:
Host [ size [ Current File [P
172.16.40.57 | 610.24MB | I |

rogress |

Last synchronization statistics: File synchronization

Synchronization Progress:

e 172.16.40.20 -> 172.16.40.57
C:/Tools:

Total File Synchronization Progress | File Transferring Progress
| 100% of 6810 Files ]| 100% of 6810 Files

[ Root Directories Properties "].llu Statistics
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When running synchronization for very large files, additional tables appear,
displaying in details the synchronization progress for each file in each root
directory.

Notes:

m  The definition of a large file depends on the value of the
BDMaxFileSizeToSendWholly property. This property is stored on
the Engine machine, in the INSTALLDIR\Engine\ws_rep.cfg file. The
default is 10MB. When a synchronized file is smaller than this value, it
will not appear on the table.

m The appearance of the detailed Synchronization Progress table also
depends on the value of the UseNewSynchStatistics property.This
property determines whether the detailed Synchronization Progress
table will be displayed when there are large files. When the value of
this property is True, the table will be displayed. The default value is
True, and the property is also stored in the ws_rep.cfg file.

baster "130.119.176.139" Statistics

State Running
Start of replication | 3/12/2009 4:31:05 PM
i 12.5.1.205

Spool space:

Size [ =& of threshold

0Bytes | |

Online file changes per root directory:

Root Directary Size E?E:t:d Changed | Removed | Renamed

Ciftestf...jm1 for 2 OBytes |0 ] ] 0

repls

Ciftestl...m2for2 | g e (g 0 0 0

repls

Cijtestf.../m3 far 2 OBytes |0 ] ] 0

repls

Total OBytes | O 0 0 0

Transferred bytes to R

Host | Sent | Current File | Progress
130.119.176.115 | 34.65k8 | |

Last synchronization statistics: File synchronization

Synchrenization Progress:

+ 130.1159.176.139 -> 130.119.176.115
C:ftest/.../m1 for 2 repls:

see |k (S |Cedes  [sen [ e
Finished | 60M.txt | 15ME o, dBytes | TE STEEE
Finished | 50M.txt | 75MB P, oBytes | O07E JREE
Finished | 10m.txt | 10MB B, oeytes | 0% S
e 251 00118 0y 0| 5 21507
Fies |© : N E 1653108
C: ftest/.../m2 for 2 repls:
Stage File Info | Size Already Tobe Saved Starting Time
Checked Sent
Fished |6oM.txt | 158 | 00%  |ogytes |00\ 3120200
Fished | somtxt |75Ms | DD oBytes | 007 SRS
Frished | 20Mtxt |20M | D0%|opytes | 007 A
Fnished | tomtxt [10M | 9% |osytes | 007 Rl
a5 5, o |5, |5
Fes |4 |9 - 63108
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The Synchronization Progress tables contain the following information for
each synchronized file: synchronization state; file name; file size; amount
and percentage of data that was already compared between the Master
and Replica; amount of data that needs to be sent from the Master to the
Replica; amount and percentage of data that is the same on the Master
and Replica, and therefore is not sent to the Replica; synchronization
starting date and time; summary of the synchronization progress of each
root directory.

Note: When the File Synchronization method is running, the files are
synchronized in their entirety. Therefore, the Already Checked column
can contain only two values - 0% or 100% - for an individual file.

Each synchronized root directory is represented by a separate
Synchronization Progress table, and each Synchronization Progress table
can display statistics of 10 files at the most. When a root directory contains
more than 10 files, the 10 largest files will be presented in the table.
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Statistics per Replica - a table that containing the following information:
state; replication starting date; CA XOsoft version no.; total amount of
data contained in the spool; and total amount of data (in KB) changed in
the root directories since the beginning of the replication process, including
the number of files changed, removed and renamed.

|[n, Statistics -~ 1 x
|Hep|ica "172.16.40.57" Statistics v
State: Running
Start of replication: | 03/03/08 20:08:51
Version: 5.0.1.133
Spool space:
[ size | =& of threshold |
| 20MB 1 | |
Online file changes per root directory:
[Root Directory | Size [ Folders Created [ Changed | Removed [Renamed |
[ C:fTools 199.17MB | 235 [ 2295 [2 |2

D Root Directories Properties l[l.lln Statistics
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Refresh Statistics Display Automatically

The CA XOsoft Manager receives state information from all servers
participating in the current scenario. You can set a default frequency for
automatically updating the state information and live statistics display.

To define the refresh rate

1. From the Tools menu, select Statistics, Refresh Rate.

The Refresh Rate dialog opens.

€ Refresh Rate f5__<|
Refresh rate (sec):
| """"""""" D K ................ | | Cancel |

2. Enter the desired refresh rate in seconds and click OK. The Scenario pane
updates accordingly.

Note: The refresh rate interval can be between 10 to 99 seconds.

Refresh Statistics Display Manually

To manually refresh the displayed information

1. Click the Refresh Statistics M icon on the Standard toolbar.
2. Press the F5 key.

3. From the Tools menu, select Statistics, Refresh.
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Events

The Events pane displays messages and general information about the
selected scenario. This information is received from the servers participating in
the running scenario. The information displayed can inform you, for example,
that a directory is synchronized, a server is connected, synchronization
started/finished, etc. The information includes the server name and time, and
a brief explanation. Important events or error messages are shown in bold
letters.

Host/Scenario Time Event
=2172.16.95.3 i 2/6/2008 2:39:25 PM  All modifications during synchronization period are replicated
SM00165 i Significant [=Exchange 1 (1/2/6/2008 2:32:56 PM  Connected to 172.16.95.2
IM00405 i Info [EHExchange 1 82/6/2008 2:25:16 PM Posting Synchronization report created at ‘02/06/08 14:39:22 to Reports
IRD0119 4 Info 17216953 12/6/2008 2:29:21 PM Root directory c:/program files/exchsrvr/mdbdata synchronized
SRO0139 A Significant =172.16.95.2 (112/6/2008 2:37:38 PM  Starting Block Synchronization (include files with the same size and modification time)
SRO0014 i Significant #172.16.95.2 (112/6/2008 2:37:36 PM  Starling scenario Exchange 1
SRO0120 i Significant =172.16.95.3 (12/6/2008 2:39:21 PM  Synchronization finished

<
Events | Scenario Validation Results

View Events in a Separate Window

Sometimes, event messages are very long, exceed the Event area, and are cut
off (visually). In these cases, you may want to display the event messages in
separate windows.

To display an event in a separate window

1. On the Event pane, select the event you want to view.

2. Double-click the event, or right-click it and select View Event in other
Window from the pop-up menu. Alternatively, select from the Events
menu the View Event in other Window option.

A pop-up message appears, displaying the full message text of the
selected event.
m

D Severty Host/Scanario Time Event

SROD202 i Significant =172.16.95.3 (112/6/2008 2:39:25 PM All modifications during synchronization period are replicated
SROD120 4 Significant =172.16.95.3 112/6/2008 2:39:21 PM onization finished

1R00113 i o

=1
SR00139 T Significant EX CA XOsoft Manager

SRO0014 2 Significant =1 s
1M00405 2o e FoimEee D2 14:29:27 1o Repors
SMO0165 i Significant =} Host: 172.16.95.2

Time: 2/6/2008 2:37:38 PM

Event: Starting Block Synchronization {include files with the same size and modification time)

[ cymctonizes
= les with the same size and modifica

< |
Events | Scenario Validation Results
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View Incoming Events

Copy Events

The CA XOsoft Manager can visually notify you when an incoming event
occurs.

To view incoming events as they occur

From the Events menu, select the Pop-up on Incoming Event option.

When an incoming event occurs, the CA XOsoft Manager icon in the task
bar flashes and the Manager is moved to the fore.

Note: If you re-select this option and turn it off, the minimized application
in the task bar does not flash during an incoming event.

When important events occur, you may want to copy their messages to other
programs.

To copy the text of the events for use in other programs

1.
2.

On the Event pane, select any number of events using the Ctrl key.

Right-click in the Event pane and select Copy, or select the Copy option
from the Events menu. Alternatively, press Ctri+C.

You can paste the copied event texts into any program you wish.

Note: CA XOsoft also enables you to copy the event message directly to a
file with CSV extension, such as Excel files. Once you select the Copy To
CSV option, the application that is defined in your computer as CSV opens,
displaying the copied message. (To set your default CSV application, see
My Computer, Tools, Folder Options, File Types, CSV.)

The following example shows event messages that were copied directly to
Excel using the Copy To CSV option.

3 Microsoft Excel - XOsoftEvents 7_13 PM.csv
@_] File Edit View Insert Format Tools Dats Window Help Adobe PDF

RN RN RN N NN R A RA RN TN NC N - -0 =B IO

Fd5 - A
A [ B | C [ D E =
| 1 [IM00405 | Info MS Exchange HA | 3/6/2008 7:08:12 PM | Posting Synchronization report created at ‘03/06/08 18:59:18 to Reports
| 2 |SR00202 | Significant 172 16.71.141 3/6/2008 6-69:20 PM | All modifications during synchronization period are replicated
| 3 |SR00120 | Significant 172 16 71 141 3/6/2008 6-59:18 PM | Synchronization finished
| 4 [IR00119 | Info 17216 71 141 3/6/2008 6:59:18 PM | Root directary c-/program files/exchsrrimdbdata synchronized
| & |SRO0139 | Significant | 172.16.71.140 3/6/2008 6:68:56 PM | Starting Block Synchronization (include files with the same size and modification time)
| 6 |IR00304 | Info 1721671140 3/6/2008 6:58'51 PM | Exchange senices started
| 7 [IR00301 | Info 1721671140 3/6/2008 6:58'50 PM | Starting Exchange serices
| 8 |SRO0014 | Significant | 172.16.71.140 3/6/2008 6:58:47 PM | Starting scenario MS Exchange HA
| 9 |SM00165 | Significant MS Exchange HA | 3/6/2008 6:32'43 PM | Connected to 172 16.71 141

S

SM00165 | Significant MS Exchange HA | 3/6/2008 6:32:43 PM | Connected to 172.16.71.140

=

o

EHE

=

=

@

=

oo
{15

n
3
<

W 4 » Mh\XOsoftEvents 7_13 PM, I< 2]
Ready NUM
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Filter Events

You can filter the events that will be displayed in the Event pane according to
different criteria.

To filter displayed events

1.

On the Event pane, right-click and select Event Filters from the pop-up
menu, or select the Event Filters option from the Events menu.

The Event Filters dialog opens.

Event Filters E|

Severity
Critical [] Exclude events older than:

| | ago
Significant 2word or phraze in the event;

Wwarning

[+] Errar
Reset | ok | | Ccancel

Use one of the following criteria to filter the events that will be displayed in
the Event pane:

m Severity - clear the severity level check boxes that you do not want to
display, or select the severity level check boxes that you want to
display.

m Date - select the Exclude events older than check box, and then
select the time unit (hours/days/months) and the number of units.

m Text - in the A word or phrase in the event box, enter the word or
the phrase that you want the displayed events to contain. You can use
an asterisk (*) to select any number of characters/digits of all types.

To apply the criteria you selected and close the dialog, click OK.

Only the events that meet the criteria you defined are now displayed in the
Event pane.

To clear the existing criteria and display all events, on the Event Filters
dialog click the Reset button, and then OK.
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Reports

CA XOsoft can generate reports on the replication and synchronization
processes. These reports can be stored on your desired location, opened for
view from the Report Center, sent by email to a specified address, or they can
trigger script execution. To set these options, see the following:

m  For defining the storage directory and the retention period of the reports,
refer to the Report Handling section (see page 144) in Understanding
Scenario Properties (see page 138).

m  For defining the automatic generation of synchronization and replication
reports for the Master, refer to the Reports section (see page 168) in
Understanding Master Properties (see page 165).

m  For defining the automatic generation of replication reports for the Replica,
refer to the Reports section (see page 175) in Understanding Replica
Properties (see page 170).

The default storage directory of the generated reports is:
[ProgramFilesFolder]\CA\XOsoft\Manager\reports

Important: A report cannot be created if the scenario name contains special
characters (i.e. \/?:"<>|,).
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Viewing a Report

To view a report

1. To view a report, first you need to open the Report Center. There are two
ways to open it:

m  On the Overview Page, click the Report Center link on the Quick
Start pane on the left.

Scenario Management
Click to manage Scenarios

Report Center
Clickt01 ien the Report Center

CA XOsoft Web Site
Click to open CA XOsoft Web Site
e

Help
Click to open the Online Help

About
Click to open the About window

m  From the Tools menu, select the Reports option and then Show
Scenario Reports.

The Report Center opens in a hew window.

CA XOsoft r12 Report Center Report Center Home Page

Updated- 131128 2008 yn 03 nw o

Available Reports per Scenario

Scenari Name

[Fieservert 1 1 0 0 0 2 ®
Exchange HA 2 0 0 0 0 z *®
Backward_Exchange HA 2 0 o o o 2 El

. B
Scenari Hame 1 Diference Replcaton ! ! Tota Reporta
Euchange AR ' 0 o o o 1 m
S Exchange KA 1 0 . . o 1 ]

‘Scenari Name Synchronization Difference Repicaton assessment liode assured Recovery Total Reports

Exchange 0 s 0 0 o o E]
[IEE—— . 0 o o o i 5
] | B
S ——
Host |oste |ime [rvpe | summary | petaiea | sze eyes) |
17218952 oznans 17:40:46 Verfcation (=] 1480
17216953 c2nsis 222z Synchronization @ 1438
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The Report Center consists of two tables:

m  The upper table - Available Reports per Scenario - contains a list of
all scenarios that have reports, along with the type and number of
available reports for each scenario.

m The lower table - Reports - contains a list of all the reports that are
available for the scenario selected in the upper table.

To view a specific report, select from the Available Reports per
Scenario table the scenario that this report represents. Then, from the
Reports table below, click the report you want to open.

Drag a column header here to group by that column

17216853 DAMTIE 14:50:37 Synchronization§JF, 1513
L

Note: Depending on your settings, for Synchronization and Replication
reports a Detailed report can be generated in addition to the Summary
report. Both reports represent the same process, but the Detailed report
also provides a list of the files that participated in the process.

The report you selected opens.

CA XOsoft Report Center

Report Center Home Page

CA XOsoft Replication

SYNCHRONIZATION REPORT

Synchronization mode FileSynchronizatien (ignore files with the same size and modification time)
Scenario File Server 1
Master host 130.118.185.182(1)
Replica host 130.119.185.153(2)
Scenario start time 18-Mar-0% 12:18:08
Report start time 18-Mar-08 12:21:02
Report finish time 18-Mar-09 12:21:21

Summary:
Total number of files modified s4
Total number of bytes changed 12.76MB
Total number of directories created 13
Total number of files with different security attributes 1

Chapter 5: Monitoring Replication 95



Reports

Deleting Reports

The reports that are displayed in the Report Center are stored for the period
that is defined in their scenario properties, under the Report Handling group
(see page 144). The reports are displayed even if their scenarios were
removed from the Manager. However, the Report Center enables you to delete
reports that are no longer of use to you.

To delete a report

1. On the Report Center, select from the Available Reports per Scenario
table the scenario whose reports you want to delete.

2. Click the Delete M button at the right end of the line.

A confirmation message appears, asking you whether you want to delete
the row.

3. Click OK on the confirmation message.

The selected scenario is removed from the Report Center, and all of the
reports that belong to it are deleted.
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Synchronization Report

Following synchronization, CA XOsoft creates a report that lists files that have
been transferred or modified. The first few lines (at the top) include: the
synchronization method, the scenario name, the names of the Master and the
Replica(s), and the synchronization date.

The summarized Synchronization Report shows the sum total of the removed

and modified files

as well as bytes transferred. The report also provides

information about the number of new directories that were created on the
Replica following synchronization, and the number of synchronized files that
have different Windows security properties.

Synchronization mode

CA XOsoft Report Center

Report Center Home Page

CA XOsoft Replication
SYNCHRONIZATION REPORT

FileSynchronizatien (ignore files with the same size and modification time)

Scenario

File Server 1

Master host

130.119.185.152(1)

Replica host

130.119.185.153(2)

Scenario start time

18-Mar-09 12:18:09

Report start time

18-Mar-08 12:21:02

Report finish time

18-Mar-08 12:21:21

Summary:
Total number of files modified 54
Total number of bytes changed 12.76MB
Total number of directories created 13
Total number of files with different security attributes 1
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Detailed Synchronization Report

The Detailed Synchronization Report presents the complete listing of the files
that were transferred or modified during the synchronization process. For each
file, the following information is provided:

= Event - the action that was performed on the Replica.
= Bytes - the size of the file.
= Time Stamp - modification time.

= File Name - the name and full path of the file.

G CA XOsoft Report Center

Report Center Home Page

CA XOsoft Replication

SYNCHRONIZATION REPORT

Synchronization mocde FileSynchronization (ignore files with the =ame size and modification time)

Scenario File Server 1

Master host 130.119.185.152(1)

Replica host 130.119.185.153(2)

Scenario start time 18-Mar-09 16:25:14

Report start time 18-Mar-08 16:25:23

Report finish time 18-Mar-08 16:25:30

EVENT BYTES | TIME STAMP FILE NAME

Create J%Bytes 01-Feb-07 12:22:52 C:/MTools/Bginfoibginfo. bat

Create 5.84KB 28-Jul-06 08:32:44 C:/Toolz/BlueScreen/Eula txt

Remove C:Toolz/BlueScreen/Eulal 2 txt

Create T0.37KB 16-Aug-08 15:3%:10 C:/Tools/ProcessExplorer/procexp.chm

Create 3.46MB 01-Nov-06 13:07:34 C:/Mools/ProcezsExplorer/procexp.exe

Remove C:/Toolz/ProcessMonitor/Procmon 12 exe

Create Directory 0Bytes 01-Feb-07 18:47:28 C:/Toole/Sysprepisysprep/i3ss

Create Directory 0Bytes 01-Feb-07 18:47:28 C./Tools/Sysprep/sysprep/idés/Soems

Remove C:Moolstcpview/Copy of TCPVIEW HLP
Summary:

Total number of files/directories removed 3

Total number of files modified 4
Total number of bytes changed 3.53MB
Total number of directories created 2
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Replication Report

The Replication Reports are generated periodically, according to a pre-defined
frequency, and they are generated individually for the Master and the Replica

servers.

The Replication Reports include statistics on data replicated since the

beginning of the replication process, as well as statistics on data replicated
since the last report. The data includes the number of replicated bytes, and the
number of files created/updated/removed/and renamed. You can view either a

summarized or a detailed report.

m CA XOsoft Report Center

Report Center Home Page
CA XOsoft Replication

REPLICATION REPORT

Scenario

Host

Scenario start time
Report start time

Report finish time

Summary:

changed files
removed files
renamed files

last change

Total statistics:

changed files
removed files
renamed files

last change

replicated bytes

Total number of bytes changed

replicated bytes

File Server 1
130.119.185.153(2)

18-Mar-08 16:47:

03

18-Mar-09 16:47:03

18-Mar-09 17:00:07

Directory C:-Tools:

38.2TMB

162

1]

0

18-Mar-09 16:49:.06

Directory C:-Tools:

38.27TMB

162

0

0

18-Mar-09 16:49:06

38.2TMB

By default, Replication Reports are NOT automatically generated. To schedule
CA XOsoft to generate Replication Reports, refer to the following:

m  Generating Replication Reports for the Master host (see page 168).

m  Generating Replication Reports for the Replica hosts (see page 175).
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Backward Scenario Report

A Backward Scenario Report is actually a Synchronization Report, which
displays synchronization information about a Backward scenario.

To open a Backward Scenario Report

1. On the Report Center, select the Backward scenario from the Available
Reports per Scenario table.

CA XOsoft Report Center Report Center Home Page

Updated: Thursday. March 19, 2009 7:00:25 PM
Available Reports per Scenario

Control Service HA 1 0 ] 0

0 [ 1 ®
Exchange Server HA 3 o o 0 0 o . 2
Backward Exchangs Server HA [N o o o o o 1 %

Reports

Dreg & column header hers to group by that column
Host | changes | pate | Tme [ 7yoe |summary  [Detsies | size oytes) |
130.119.185.152 Changes found Today 18:19:59 Synchronization @ 2502

2. On the Reports table, select the Synchronization Report you want to view.

3. The Synchronization Report for the Backward scenario opens.

CA XOsoft Report Center

Report Center Home Page
CA XOsoft High Availability

SYNCHRONIZATION REPORT

Synchronization mode BlockSynchronization (include files with the same size and modification time)
Scenario Backward Exchange Server HA

Master host 130.119.185.153(1)

Replica host 130.118.185.152(2)

Scenario start time 19-Mar-09 18:18:30

Report start time 18-Mar-09 18:15:38

Report finish time 189-Mar-0% 18:18:5%

Summary:

Total number of files modified 5

Total number of bytes changed 20.03MB
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Difference Report

Sometimes, it is convenient to know the difference between a Master and its
Replica(s) at a certain point in time. The comparison is performed using the
same algorithms that are used in the synchronization process, but no data is
transferred. A Difference Report is generated for each Replica and sent to the
Manager at the end of the process. This can be produced at any time.

Important! We do not recommend initiating the Difference Report when data
is being updated on the Master, since all updates that are not yet applied to
the Replica will be shown as difference.

To create the difference report

1. Click the Difference Report g icon on the Standard toolbar, or select
from the Tools menu the Report, Difference report option. The
Difference report dialog opens with the same comparison methods as in
the Synchronization method dialog.

2t Difference report &l

CA ¥Dsoft will compare Master and Replicas data and generate a
difference report per Replica.
Please note: Mo data will be transferred.

Comparison Method

{*) File synchronization

Best suited for a large number of small files
) Block synchronization

Best suited for large files

lgnore same size time files

[ oK l [ Cancel

2. Choose the desired options, according to the instructions specified in How
Synchronization Works (see page 19). Then, click OK.

At the end of the process, a Difference Report is generated for each
replica, and all the reports are sent to the Report Center.
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A Difference Report compares the differences between the Master and the
Replica.

CA XOsoft Report Center

Report Center Home Page

CA XOsoft Replication

DIFFERENCE REPORT

Comparison mode

BlockSynchronization (ignore files with the game size and modification time}

Scenario

File Server

Master host

QAGS-W2KI-EX1(1)

Replica host

QASS-WEKI-EXZ(Z)

Scenario start time

22-Mar-09 12:53:38

Report start time

22-Mar-09 12:5418

Report finish time

Z2-Mar-08 12:54:24

Summary:

Total number of files/directories removed 3

Total number of files modified 185
Total number of bytes changed 43 7TMB
Total number of directories created 45
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Chapter 6: Editing and Managing
Scenarios and Hosts

This section demonstrates the manual configuration of a generic File Server DR
scenario, and explains the auto-discovery process for database applications.
For more detailed instructions involving High Availability scenarios or scenarios

tailored to specific applications such as Exchange or SQL, see the appropriate
Operations Guide.

After you created a scenario using the Scenario Creation Wizard, you can
manually edit most of its definitions. Although you cannot manually create a
scenario from scratch, once you completed the wizard's first page, you can

click the Finish button at any point, close the wizard and continue the
configuration manually.

@ Scenario Creation Wizard

Select Server and Product Type
Ll XOsoft Manager
Select one of the licensed server and product types listed below, and the reguired task. If the desired option is not listed,

”~
da one of the following B
[f you have an appropriate license key, exit the wizard by clicking Cancel, and select from the Help menu the Register

i -

+ Wel option. M

4 o Select Server Type

Scenario Setup B File Server 8] MS Hyper-V/

Scenario Verification MS Exchange Server @ MS SharePoint Server

Fir Feer @] Oracle Database @ ‘WMware vCenter Server

£ MS SOL Server
¥ MS IS Server
4% CAX0Soft Control Service

Select Product Type
(®) Replication and Data Recovery Scenario (DR)
O High Availabilty Scenario {HA)

Tasks on Replica
(@) Mone
(O Integrity Testing for Assured Recovery (AR)
() ARCserve Backup

Finish ] Cancel
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Define the Master and Replica Servers

This section contains the following topics:

Define the Master and Replica Servers (see page 104)

Add Additional Replica Servers (see page 105)

Select Master Directories and Their Contents for Replication (see page 105)
Filter Master Directory Files (see page 109)

Synchronize Registry Keys (see page 117)

Auto-discover Database Files for all Databases (see page 123)

Select Replica Root Directories (see page 125)

Propagating Master Root Directories to Multiple Replica Hosts (see page 127)
Scenario Operations (see page 129)

Host Maintenance (see page 132)

Define the Master and Replica Servers

Every scenario is automatically created with one Master and one Replica.

To define the Master or Replica host

1. On the Scenario pane, right-click the Enter Master/Replica host name
here text and select Rename from the pop-up menu. Alternatively,
double-click the required text.

= lﬁ'ﬁle Server Scenarios
Scenanc

[ File Server 1
=2 /Rle Server 2

i Hosts
=] 55 Enter Master host name here.

= Erter Feplica host name here.

Enter the hostname or IP address of the host.

2. Press the Enter key, or click anywhere outside of the text field.

3. Save your changes by clicking the Save button.

After defining a new host, you need to define its root directories for the
data replication.

m To define the Master root directories, refer to Select Master Directories

and Their Contents for Replication (see page 105).

m To define the Replica root directories, refer to Select Replica Root
Directories (see page 125).
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Add Additional Replica Servers

Add Additional Replica Servers

When creating a scenario using the Scenario Creation Wizard, you can define
only one Replica server for the scenario. To add more Replica servers to the
scenario, follow the instructions below.

To add additional Replica servers

1. On the Scenario pane, select the host (Master or Replica) under which you
want to add a server. Right-click it and select Insert Host from the pop-
up menu, or select Insert Host from the Edit menu.

A new Replica server entry opens.

=HeHFile Server 1 Stopped by user
Hosts Changed
= B 172.16.95.2
= 172.16.55.3

ad

= Enter Replica host name here. _

2. Define the new Replica as you defined the other Replica host, and set its
properties and root directories.

3. Save your changes by clicking the Save button.

Select Master Directories and Their Contents for Replication

This section explains how to select directories and files on the Master for
replication.
Notes:

= Working with Master Root Directories dialog is possible only if the CA
XOsoft Engine is installed and running on the host.

®  You can also select registry keys for synchronization, as described in
Synchronize Registry Keys (see page 117).

Important! Special limitations apply to UNC paths (\\server\share) of remote
root directories. This path type is not supported as a source (on the Master)
for real-time replication. However, it can be the target for data replicated in
real-time, meaning it can be used to store data on the Replica. In this case,
these root directories can even support ACL replication.
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Select Master Directories and Their Contents for Replication

To select Master directories and their contents

1. 1In the Scenario pane, select the name of the Master server whose data you
want to replicate.

2. In the Properties pane, click the Root Directories tab at the bottom. The
Master Root Directories information opens in the pane.

I Hoot Directones

Master '172.16.95.2 Root Directories v

Master Root Directories Filter

Bl Directaries
D Enter directory here. Double-click to browse.

< ¥
ID Root Directories ‘ Properties

3. Right-click anywhere in the pane, and select Browse and Select
Directories. Alternatively, double-click the Master root directory named
Directories.

The Master Root Directories dialog opens.

M Master Root Directories @

File: Fitter
(® Nofitter ) Include files () Bxclude files
=Bl 172.16.95.2 I3 Documents and Settings -~
ERMEC/| [IET) Inetpub
(]2 Documents [JET) Program Files
[1ER) Inctpub [JEm RECYCLER
[IET) Program Fil 2
] RECYCLER [JET) System Volume Information
CJET) System Vol CIEm Tools
C] Tools I WINDOWS B
e ows | [CJEZ) wmpub
CJ[E AUTOEXEC.BAT
& boot.ini
I8 CONFIG.SYS
< | 2| 13 Furhanne Sanser Satun Branrecs o b’
Directories Filter
0K Cancel
S
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The Master Root Directories dialog has two areas. The left area shows
only directories and sub-directories. The right area shows both directories
and sub-directories, and files in those directories. The checkboxes are for
you to select or clear. When selected, those directories or files will be
replicated. Those not selected are ignored.

In the dialog's left area, select the directories that are to participate in the
Master's replication scenario, by clicking on the relevant checkboxes.
These are the Master root directories. The checkbox is selected, and the

directory name is bold:

Notes:

m  When you select root directories for the Master or Replica servers, the
total character length of root directory plus subdirectory names should

not exceed 1024 characters.

m If a root directory is a sub-directory, it remains bold and marked, and

its parent directory is marked with a grayed checkmark.

X

M| Master Root Directories
File Fitter
® Mo fiter O Include files O Bxclude files
= g 172.16.85.2 - D Copy of ProcessMonitor -
- [W]<e C [VIZ3) Copy of PsTools

[CJET) Documents and Settings
CJET) Inetpub

[JET) Program Files

[JEm) RECYCLER

[JET) System Volume Information
=8 =] Tools|

[IEm) AdRestore

[¥IE3) Backup Details

23} Balnfo

23} BlueScreen

D Copy of AdRestore

D Copy of Backup Details
D Copy of Bglnfo

D Copy of BlueScreen
D Copy of Design

D Copy of metapad351
D Copy of New Folder
D Copy of PendMoves

[<]

a0
HEEEEEEEEE

[“IC3) Copy of Sysprep

D Copy of tcpview

VL3 Copy of Tests

(3 Design

D metapad351

D New Folder

[“.Z) PendMoves

D Processbxplorer

[“].T) ProcessMonitor

[¥].7) PsTools

VI3 Sysprep

D tcpview

D Tests

@ Backup plan.doc

@ Copy of Backup plan.doc
[Z] Copy of UPHClean-Setup.msi

<

Directories
(3 CiTools

Filter

| >

[ o

|

Cancel

]

All files and sub-directories belonging to the directory that is highlighted in
the left area are displayed in the right area.
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Edit Directory Names

5. You can clear the check boxes of the sub-directories and specific files that

appear on the right area. They are then ignored from replication.

Note: If you clear any of the right area sub-directories and files, they are
ignored, but the root directory is still selected. However, it is marked with
a grayed checkmark.

When you have finished selecting all the directories and files you want to
replicate, click OK.

The selected directories now appear in the Root Directories pane under the
Master root directories column.

Hoot Directones

Master "172.16.95. 7 Root Directories w
Master Root Directories Filter
EI@ Directories {
I:I CiTools
£ |

I|:| Root Directories J Properties

Note: When working with SQL Server DR, database that will be added to
the already selected root directories after the replication starts, will not be
replicated.

You can edit the names of the Master root directories. However, when
changing a root directory name, you need to verify that such a directory
actually exists on the Master before you run the scenario. If you try to run a
scenario with a non-existent Master root directory, the scenario will not run
and a critical error will be reported.

To edit a directory name

On the Root Directories tab, select the directory and enter a new name
using Windows conventions;

- or -

Right-click the directory name, and select Rename from the pop-up menu.
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Remove Master Root Directories

To remove a Master root directory

m  Right-click a directory entry and select Remove Directory from the pop-

up menu.

Filler Master Directory Files

The filtering options enable you to include or exclude files from the Master root
directories. These options do not select (or clear) items in the Master Root
Directories dialog. That has to be done manually. However, the filtering
options enable you to fine-tune your directory selection and display only the

files that will be replicated.

For example, if you choose to include only text files, you need to select the
required directories and enter the filter parameter. Then, only text files that
are stored in these directories will be displayed on the left area of the Master

Root Directories dialog.

M Master Root Directories
File Fitter

O Nofitter (® Include filss ) Bxclude files

X

["bd

= g 17216852
o [{< C/
[JET) Documents and Settings
CJET) Inetpub
[JE3) Program Files
[Jc2 RECYCLER
[CJET) System Volume Information
= IED Tools
=[S AdRestore
=-[¥]e=r Balnfo
- [#]iS; BlueSereen
SN =] metapad35 |
= [#]iSy PendMoves
[¥IET) ProcessExplorer
[%]E3) ProcessMenitor
[“JET) PsTools
[¥IET) Sysprep
[y tepiew
]G3 WINDOWS
[CIER) wmpub

@ fag.bd
@ metapad bd

Directaries
=IE0) Directories
3 C:/Tools

Filter
Include files: = tet
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The Master root directories filters enables you to use a variety of filtering
characters, such as characters, strings, wildcards, file names or extensions,
etc. The following standard wildcards are available:

Note: A "character" in this context refers only to alphabetical or numerical

character.

m  An asterisk (*) selects any number of characters/digits of all types.
m A question mark (?) selects any single character or numeric digit.
m A pound sign (#) selects any numeric digit.

m An "at" sign (@) selects any single character.

m  Entering other characters (one or many) selects for those specific

characters.

A given filter selection applies to all files in all selected directories in the
scenario.

The Filter options are as follows:

No filter - all the directories and files you manually select will be
replicated. This is the default option. Refer to Select Master Directories and

Their Contents for Replication (see page 105).

Include files - ONLY the selected files or file-types will be replicated.
Refer to Include Files (see page 111).

Exclude files - ONLY the selected files or file-types will be excluded from
replication, and all others will be included. Refer to Exclude Files (see page
114).
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Include Files

When using Include files, only the files or file-types entered into the Filter
box are included in the replication scenario, and only if they are selected
(checked). You need to manually select the directories in which these file are
stored, and if you manually clear a file check box, you override the Include

files option.

To include files

1. On the Master Root Directories dialog, manually select the directories
on which you want to apply the filter.

B Master Root Directories

X

File Fitter
(®) Nofiter O Include files (O Brclude files
=B 17216852 [3) Documents and Settings A
EROEEY C/| 153 Inetpub
[JE3) Decuments and 5 [ Proaram Files
L3 Inetpub
] (13 RECYCLER
[JE3) Program Files :
DD RECYCLER DD System Volume Information
[T System Volume In I3 Tools
[¥]:3) Tools O3 WINDOWS
1) wmpub
(1[5 AUTOEXEC BAT
(18 boct.ini
[1[E] CONFIG.5YS
O a Exchange Server Setup Progress log
O 1055 =
[} logfile bt
(& MsD0sSYs
< | ? | P31 wTnETERT oM b/
Directories Filter
[=IC3) Directories
[ C:/Tools
£ | #
0K Cancel

Note: Alternatively, you can manually select the directory check box
AFTER you enter the filter parameters.
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2. Click the Include files option button at the top of the Master Root
Directories dialog. The Filter box is enabled with an asterisk (*) wildcard.

M| Master Root Directories

File Fitter
O Nofitter ® Include files (O Exclude files
[ | Apply
= £l 172.16.85.2 I3 Documents and Settings ~
= E“‘" [JET) Inetpub
]2 Documents and S [IC3) Program Files
[ Inetpub [CIC3) RECYCLER
[JET) Program Files )
DD RECYCLER DD System Volume Information
]2 System Volume In [/ Tools
I3 Tools 5T WINDOWS
CJEm WINDOWS [CJE3) wmpub
[CJER) wmpub ][] AUTOEXEC. BAT
C1[& boet.ini
[1[E conFIG.SYS
D@ Exchange Server Setup Progress log
OE 10svs =
C[S logfile et
C[E) MSD0O5.5YS
< | ?| B @ nTneTERT oM b
Directories Filter
SIET Directories
3 CiTools
< | ¥
[ oK =

3. Enter the file types you want to include in the Filter box using the
appropriate filtering characters. For example, include all files ending with
the extensions *.txt *.exe. Separate the extensions using a space.

Note: Do NOT use a comma or a semi-colon to separate extensions. If a
file name includes blanks, enclose the complete file name between
quotation marks ("").
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4. Click the Apply button to filter the directories you selected according to

the filter parameters.

M Master Root Directories b__<|
File Fitter
O Mo fitter ® Include files O Bxclude files
|'.tx'l " Ene | Apphy
=& 17216552 |5 Eulapt
= [E]ee CJ ) IS psexecexe
[JET) Documents and Settings [VI[E psfile.exe
CJET) Inetpub . VG psgetsidexe
I3 Program Files Peinto.
[JEZ RECYCLER El sinio.exe
=T System Volume Information @ P"k_'"-m
= [ Tools S pslistexe
[ AdRestors 12 psloggedon.exe
= [FlES Balnfo I [2 psloglistexe
- [ BlueScreen VI [E] pspasswi.exe
g % ;\et:;ad351 ]2 psserviceexe
W =L oVeES
v hutdown.
[#]E3) ProcessExplarer @ psshu exe
[#]E3) ProcessMonitor £l pssus?end.eee
] Ps ool (1B peversionta
[IET) Sysprep
=[S tepview
CJET) wWINDOWS
[CJEm wmpub
Directories Filter
(=3 Directories Include files: " txt * exe
(@ CiTools
< | ¥
[ oK |[ concal |

The only files that are displayed on the right area are those that meet the

filtering criteria.

5. [Optional] You can manually select or clear individual directories and files.

This action overrides the Include files option regarding the individual

directory or file.

6. Click OK to save your root directory selection and close the Master Root

Directories dialog.
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Exclude Files

When using Exclude files, the replication scenario ignores any files that have

been filtered out (excluded), and include all others.

To exclude files

1.

On the Master Root Directories dialog, manually select the directories
on which you want to apply the filter.

M| Master Root Directories

X

File Fitter
(®) Nofitter ) Include files () Excludefiles
=B 17216852 [ IE3) Documents and Settings ad
EROEEY C/| 153 Inetpub
3 Documents and S (13 Program Files
[T Inetpub
_ []E3 RECYCLER
[JE3) Program Files :
DD RECYCLER DD System Volume Information
3 System Volume In I3 Tools
[¥]:3) Tools O3 WINDOWS
[ vANDOWS CIE) wmpub
(1[5 AUTOEXEC BAT
1] bootini
[[E] CoNFIG.SYS
O a Exchange Server Setup Progress log
O 105ys 3
(13 logfile.te
(& MsD0sSYs
¢ | | M3 wTnETErT cO b/
Directories Filter
I3 Directories
[ C:/Mools
£ | #
0K Cancel

Note: Alternatively, you can
enter the filter parameters.

manually select the directories AFTER you
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Click the Exclude files option button at the top of the Master Root
Directories dialog. The Filter box is enabled with an asterisk (*) wildcard.

M Master Root Directories

File Fitter
) Nofitter O Include files (® Exclude files
[ | Apply
= £} 172.16.55.2 I3 Documents and Settings ~
EROE C/| I3 Inetpub
[JE3) Documents and S CIC3) Program Files
53 Inetpub
) [IE3) RECYCLER
[JE= Program Files )
DD RECYCLER DD Syrstem Volume Information
[CJEm System Volume In [/ Tools
~IE3 Tools [CJE3) \WINDOWS
[ wWINDOWS 153 wmpub
[ wmpub (12 AUTOEXEC BAT
1[5 boct.ini
1[5 CONFIG.5YS
I a Exchange Server Setup Progress log
& 1o.5vs —
T3 logfile. et
18 msbos.5YsS
< | > | M & nTnETECT cOM M
Directories Filter
=D Diirectories
3 C:iTools
< | &
[ oK J[ Concel |

Enter the file types you want to exclude in the Filter box using the
appropriate filtering characters. For example, exclude all files ending with
the extensions *.bat *.dll. Separate the extensions using a space.

Note: Do NOT use a comma or semi-colon to separate extensions. If a file
name includes blanks, enclose the complete file hame between quotation

marks ("").
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3. Click the Apply button to filter the directories you selected according to
the filter parameters.

M Master Root Directories [z|
File Fitter
O Nofitter O Include files (@ Exclude files
[“bat =i | Apply
B 172.16.352 #| [ Eulabt
- [W]<e C [I[Z] psexec.exe
[JET) Documents and Se a psfile.exe
CIED Inetpub [VI[3) psgetsidexe

I3 Program Files

[JE3) RECYCLER ¥E Psinfo.cxe
I System Volume Inf a Psk_lll.ae
=[S Tools @ pslistexe

[ psloggedon.exe
—| [2[8 psloglistexe

[£] pspasswi.exe
[ psserviceexe
@ psshutdown.exe
@ pssuspend.exe
[Z] Pstodls.chm

I3 AdRestore

[ Sysprep a psversion b
I tepview
e WINDOWS
1= wmpub v
< | >
Directories Filter
=IE3) Directories Exclude files: = bat = dll
3 Ci/Tools
< | ¥

o o= ]

The excluded files are not displayed on the right area, and the displayed
files are the ones that will be replicated.

4. [Optional] You can manually select or clear individual directories and files.
This action overrides the Include files option regarding the individual
directory or file.

5. Click OK to save your root directory selection and close the Master Root
Directories dialog.
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Synchronize Registry Keys

In addition to synchronizing and replicating application data, CA XOsoft
enables you to synchronize the Master and the Replica registry keys. Using the
Registry Synchronization option, you can select which registry keys on the
Master will be copied to the Replica, and define the synchronization frequency.
You can copy the Master registry keys to the same location on the Replica, or
you can change the name and storage path of the synchronized keys. If there
are multiple Replica hosts in the replication tree, the registry synchronization
process will be applied to all of them. The registry keys are not replicated in
real time. They are copied from the Master to the Replica on a scheduled basis,
according to the frequency you defined.

Important! Use this feature with caution. Changing registry keys may result
in system failure.
Notes:

m  This feature does not apply to applications that block the access to their
registry keys, or to applications whose registry keys cannot be altered.

m By default, the Registry Synchronization option is disabled.
There are several steps in configuring and running the Registry
Synchronization option:

1. Activating the Registry Synchronization property (see page 118).

2. On the Master host, selecting the registry keys to be synchronized (see
page 119).

3. [Optional] On the Replica host, selecting the name and storage location for
the synchronized registry keys (see page 121).

4. Running the scenario to start the registry keys synchronization (see page
67).
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Activate the Registry Synchronization Option

The first step in configuring and running the Registry Synchronization option is
activating this option and defining its frequency.

Note: To configure Registry Synchronization properties, the scenario must be
stopped.
To activate the Registry Synchronization property

1. In the Scenario pane, select the name of the scenario for which you want
to activate the Registry Synchronization property.

2. In the Properties pane, click the Properties tab at the bottom.
The Scenario Properties list appears in the pane.

3. Open the Replication group, select the Registry Synchronization
property, and set its value to On.

The Synchronization Frequency property appears under the Registry
Synchronization property.

EJ; Properties 3]
Scenario Properties v

Property Value
#E) General
rﬂ Replication

Mode Online
’E‘-F{un after Reboot COn
EJRegistry Synchronization On
L B Synchronization Frequency (i) 1+ |
Sy&tem State Protection Off

":. Optional Settings
#E) Event Notification
fﬂ Report Handling

Enter the number of minutes between each reg.i.étry keys 3yrhc:hror.e'i251ion.

ID Root Directories Properties I

4. In the Synchronization Frequency value box, enter the number of

minutes that will pass between each registry keys synchronization.

5. Save your configuration by clicking the Save button on the Standard
toolbar.

Now, you need to select on the Master host the registry keys that will be
synchronized (see page 119).
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Select Registry Keys for Synchronization

The second step in configuring and running the Registry Synchronization
option is selecting on the Master host the registry keys that you want to
synchronize.

Notes:

m  To select registry keys for synchronization, the scenario must be stopped.

®  You cannot select registry keys for synchronization through the Scenario
Creation wizard, during the creation of a new scenario.

m  Only keys are displayed for selection. You cannot select specific values for
synchronization.

To select registry keys for synchronization on the Master

1. In the Scenario pane, select the name of the Master host whose registry
keys you want to synchronize.

2. In the Properties pane, click the Root Directories tab at the bottom. The
Master Root Directories information appears in the pane.

Il Root [ BCHNIES

Master "130.119.185.152" Root Directories w

Master Root Directories Filter
B@ Directories
tl C:iTools
@ Registry x64
@ Registry xB6

< |
ID Root Directories J Properties

3. Right-click anywhere in the pane, and select Browse and Select
Registry Keys. Alternatively, double-click the Registry folder that
corresponds to your operation system - either x86 or x64.
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The Browse and select registry keys dialog opens.

i:* Browse and select registry keys E| E”Z'
Select registry keys in 120.115.185.152

The Browse and select registry keys dialog displays the Master host's
registry keys list. The checkboxes are for you to select or clear. When
selected, those registry keys will be synchronized. Those not selected are
ignored.

4. Select the checkboxes of the registry keys you want to synchronize, by
clicking on the relevant checkboxes.

Notes:
m  You cannot filter registry keys selection.

m If you are manually entering a name and a path of a registry key that
does not exist on the Master, the scenario verification may be
successful, but the scenario will stop running and an error message will
be issued. You should only enter the details of existing registry keys
for replication.
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5. When you have finished selecting all the registry keys you want to
synchronize, click OK.

The selected registry keys now appear in the Root Directories pane under
the Master Root Directories column.

| Root Direclones (%]
Master "130.119.185.152" Root Directories w

Master Root Directories Filter

El@ Directories
|:| CiTools
ﬁl Registry xG64
B3P Registry x86
i HKEY_CURRENT USER 1

< >
II:] Root Directories J Properties

6. Save your configuration by clicking the Save button on the Standard
toolbar.

By default, the system automatically configures the Replica registry keys
to be the same as the selected Master registry keys. If you want to change
the name and storage location of the synchronized Replica registry keys,
follow the instructions described in the next section (see page 121).

Select the Name and Storage Location of the Synchronized Registry Keys

The third step in configuring and running the Registry Synchronization option
is selecting on the Replica host the name and storage location of the
synchronized registry keys. Since by default the system configures the Replica
registry keys to be the same as the selected Master registry keys, this step is
optional.

To select the path for storing the synchronized registry keys

1. In the Scenario pane, select the name of the Replica where you want to
store the synchronized registry keys.
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2.

In the Properties pane, click the Root Directories tab at the bottom. The
Replica Root Directories information appears in the pane.

Root Dhrecitones

Replica "130.119.185.154" Root Directories b

Replica Root Directornies Master Root Directories
B@ Directories
D C:Tools C:Tools
E% Registry xG4
=R Registry x86

@ HKEY CURRENT LUSER HKEY_CURRENT_USER

< | *
ID Root Directories J Properties

The registry keys that were selected on the Master for synchronization,
appear on the Replica in the same location and under the same name.

You can change the default path and name of the Replica registry keys in
two ways:

m Replacing the default path and name with the path and name of
existing registry keys:

m  Right-click anywhere in the pane, and select Browse and Select
Registry Keys. Alternatively, double-click the name of the
specified Replica register key.

The Browse and select registry keys dialog appears.

m  Select the checkboxes of the registry keys you want use, and click
OK to save your selection.

m  Manually entering new path and name for the default values: double-
click the registry key name on the Root Directories pane, and manually
enter a new path and name.

Save your configuration by clicking the Save button on the Standard
toolbar.

To start the registry keys synchronization, you need to run the scenario
(see page 67).
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Auto-discover Database Files for all Databases

To facilitate easy directory selection for standard databases that are supported
by CA XOsoft, database directories and files are identified in the scenario by
using database APIs. Thus, CA XOsoft displays the structure of the database
and makes the appropriate selections, which may then be easily modified if
necessary.

The CA XOsoft auto-discovery function automatically discovers all database
objects, related files and directories on your database or mail server - whether
local or on a network. This function is currently available for all supported
applications.

Note: Autodiscovery is possible only if both the CA XOsoft Engine and the
database are installed and running on the Master server.
To use autodiscovery for selecting database files

1. On the scenario pane, select the scenario whose database you want to
auto-discover, and verify it is NOT running.

2. On the Framework pane, open the Root Directories tab for the Master.

The Auto-discovered database files icon appears in the Master Root
Directories tab.

[T Root Directaries > 1 X
Master "172.16.71.140' Root Directories b
Master Root Directories Filter
%Auto—discovered
[0 Directories
< >
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3. To start auto-discovery, double-click the Auto-discovered icon.
Alternatively, select from the Edit menu the Auto-discovery of
Database Files option.

Note: If the user credentials you used to log in to the Manager are
different than the ones required for working with the Engine on the
Replica, a User credentials dialog appears, asking you to enter log on
account details for the selected Replica.

The Autodiscovery dialog opens.

£| MS Exchange Server Autodiscovery

Select databases for replication

Database Full Path
¥ =1, Microsoft Exchange Server
-3 8 QA95-W2KI-BXI
¥ =8 InformationStore
= =& First Storage Group
7 5 Log File Path 23 C:/Program Files/Exchsrvr/mdbdata
¥ 2 System Path 23 C:/Program Files/Exchsrvr/mdbdata
3 =8 Mailbox Store (QASE-W2KI-EXT)
I {2 EDE File Path [ C:/Program Files/Exchsrvrimdbdatalprivi edb
= 2 STM File Path [El C:/Program Files/Exchsrvr/mdbdata/priv stm
= =) Public Folder Store (QAIS-W2K3-EXT)
= {2 EDE File Path [ C:/Program Files/Exchsrvrimdbdata/publ edb
1 2 STM File Path [ C:/Program Files/Exchsrvr/mdbdata/publ stm

The Autodiscovery dialog displays all database directories and files that
were auto-discovered.

4. Select the check boxes of the items you want to replicate, and clear the
check boxes of the items you want to exclude from replication. Then, click
OK to save your root directory selection and close the Autodiscovery
dialog.
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Select Replica Root Directories

You must select the Master directories before this function becomes available.
For each Master root directory, you must define a Replica root directory on
each related Replica.

Important! Special limitations apply to UNC paths (\\server\share) of remote
root directories. This path type is not supported as a source (on the Master)
for real-time replication. However, it can be the target for data replicated in
real-time, meaning it can be used to store data on the Replica. In this case,
these root directories can even support ACL replication.

Note: Browsing for a directory is possible only if the CA XOsoft Engine is
installed and running on the selected server.
To select Replica root directories

1. In the Scenario pane, select the name of the Replica where you want store
replicated data.

2. In the Properties pane, click the Root Directories tab at the bottom. The
Replica Root Directories information appears in the pane.

Root Direclones
Replica '172.16.55.3" Root Directories LY
Replica Root Directornies Master Root Directories
BB Directornies
D C:Tools C:Tools
< | [*
IQ Root Diirectories Properties .

Important! The Scenario Creation Wizard automatically configures the
Replica root directories to be the same as the Master root directories. If
you want to keep this configuration, ensure that your Replica server has
the same drive letters as the Master server, and that the selected
directories on the Replica do not contain data you want to save.
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3. To change the default Replica root directories, right-click anywhere in the

pane, and select Browse and Select Directories. Alternatively, double-
click the name of the specified Replica root directory.

Note: If the user credentials you used to log in to the Manager are
different than the ones required for working with the Engine on the
Replica, a User credentials dialog appears, asking you to enter log on
account details for the selected Replica.

CA XOsoft connects to the Replica server and opens the Browse and
Select Replica Directory dialog opens.

B Browse and Select Replica Directory E@@
Select target directory in 172.16.95.3
= £} 172.16.95.3
S Cf

(3 Documents and Settings

3 Inetpub

23} Program Files

[T RECYCLER

3 sP

[T System Volume Information

=

3 wWINDOWS

3 wmpub

| OK [ cancel |

The Browse and Select Replica Directory dialog displays the Replica
server's directory list.

Select a Replica directory to hold the corresponding Master directory.
Repeat this for each Master directory.

In order for the replication process to succeed, verify that the user under
which the CA XOsoft Engine is running has permission for each replication
root directory.

Note: The Replica root directory does not have to actually exist. You can
enter the directory name by selecting the entry using the standard
Windows conventions and CA XOsoft creates it when the replication starts.

Click OK to save your selection and close the Browse and Select Replica
Directory.
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Propagating Master Root Directories to Multiple Replica

Hosts

CA XOsoft enables you to propagate the root directories you set for the Master
to multiple Replica hosts at once. Instead of separately configuring the root
directories of each Replica host, in a click-of-a-button you can distribute the
root directory of one Master to as many Replica hosts as you want. This option
is particularly useful for a scenario that has many Replica hosts.

Note: The scenario must be stopped to apply root directory changes.

To propagate root directories

1. On the Scenario pane, select the Master whose root directories you want to
propagate.

2. On the Framework pane on the left, click the Root Directories tab at the
bottom. The Master Root Directories information appears in the pane.

RHoot Directones

Master "130.115.185.154 Root Directories v
Master Root Directories Filter
B@ Directories

D C:Tools

< | *
JE30 Reot Directories Properties
—

3. On the Master Root Directories pane, select the root directory you want to
propagate and right-click. The Propagate Value pop up command opens.

Root Directories
Master "130.119.185.154° Root Directories hd

Master Root Directories Filter

B@ Directories
o ﬁ

[3) Browse and Select Directories...

Insert Directory
#  Remove Directory

Rename Ctrl+E

Exclude File/Subdirectory

Propagate Value... P

< | ¥
JE30 Reot Directories Properties
—
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4. Click the Propagate Value command. The Propagate Value dialog

opens.

i) Propagate Root Directory |'L| |E| [z|

Select hosts, where the root directory will be changed to C:/Tools
Scenanos/Hosts Current Walue

EI;'.H [= # File Server DR

= = 130119185154 C:/Mools

=  130.115.185.155

= =K 130.119.185.152

=  130.119.185.153

£ | >

oK || Cancel

The Master and all Replica hosts in the scenario appear in the dialog, along
with their selected root directories. The root directory you selected for
propagation is displayed above the Scenarios/Hosts table, and in the
Current Value column marked in red.

5. To propagate the root directory to all Replica hosts, click OK.
Note: To exclude hosts from the root directory value propagation, clear
their check boxes, and then click OK.

6. After the Propagate Value dialog is closed, click the Save button on
the Standard toolbar to save and apply your changes to all hosts.
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Scenario Operations

The following sections describe scenario operations - saving, removing,
exporting and importing.

Save Scenarios

There are two methods of saving scenarios, either per scenario or by a global
saving of all scenarios.
To save scenarios

m  On the Scenario pane, select the scenario and click the Save icon, or
select the Save option from the Scenario menu.

- 0or -

m  Click the Save All icon or select Save All from the Scenario menu, to
save all scenarios on the Manager.

Remove Scenarios

Important! Before removing a scenario, make sure you want to permanently
delete it. There is no undo action.
To remove a scenario
1. On the Scenario pane, select the scenario and right-click it.
A pop-up menu appears.
2. From the pop-up menu, select the Remove option.

A message appears asking you to confirm the removal.

CA XOsoft Manager x|

\__?\/ Remove scenario File Server 177

[ OK l [ Cancel

3. Click OK. The scenario is permanently removed.
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Export Scenarios
You can export scenarios to other locations in order to reuse them.

To export a scenario

1. On the Scenario pane, select the scenario you want to export. Then, right
click it and select Export, or select the Export option From the Scenario
menu.

The Export scenario dialog is opened.

Export scenario
Save in: | e Local Disk (C)) ~ | « W=
N ()&-fold System Yolume Information
11_1' 2, ) AuthorIT Citemp
My Recent [ AuthorT v4 [ChTempEL4
Documents | [CRcA_APPSW Chwinpows
- Checa_LIC [CXHTML
I_ Config.Msi
Desktop [C)Documents and Settings
(I GISDSTFIE
. (CHTML
y MSOCache
My Dosuments E]F‘nwershel_l
[CT)Program Files
RECYCLER.
g! ()5nagit
. Suplnst
Ny Computer
™ File name: | hd | I Save ]
My Metworkc Save as type: |C_£‘._ ¥Dsoft scenario (xme) vl [ Cancel ]

2. Name the scenario and save it by clicking the Save button.

The scenario is saved as a *.xmc file.
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Import Scenarios

You can import .xmc files that contain saved scenarios to your Manager. Use
this option if you want to relocate scenarios from one workstation to another,
or if you want to use older scenarios that were kept in your system.

To import a scenario

1. From the Scenario menu, select the Import option.

An Import scenario dialog opens.

Import scenario

Lok in: | <e Local Disk () v| O3 @
T (C3-fold System Volume Information
53 (L AuthorTT Dtemp
My Recert | |C)AuthorIT v4 [ChTempEI4
Documerts | [C3cA_aPPSW [Chwmpows
= CcA_LIC (CXHTML
|_ Config.Msi
Desktop EDocuments and Settings
[C3)GISDSTRIX
(CHTML
M3OCache
My Documents EPD;\'erSheI—I
[CProgram Files
RECYCLER
- @Snagit
- SxupInst
My Computer
b File name: | hd | [ COpen l
My Network | Files of type: CA XOsoft scenario {*xme) vl [ Cancel ]

2. Locate the scenario you want to import and click Open.

The scenario is imported to the Manager and appears on the Scenario
pane.

Note: If you are trying to import a scenario that has the same ID or name
as an existing scenario, the following dialog opens.

CA XOsoft Manager x|

The scenano File Server 1 already exists.
Do you want to:
{#) Replace existing scenario.

() Save scenario with a diferent name.

QK ] l Cancel

3. Select your required option and click OK.
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Host Maintenance

The Host Maintenance option enables you to perform maintenance procedures,
such as rebooting a host or moving groups between MS Cluster nodes, without
performing re-synchronization once these processes are completed. Usually,
when the online replication process is critically interrupted, there is a need to
compare the data between the source and target hosts and make it identical,
to ensure the data integrity before the replication can continue. This
resynchronization process consumes time and resources. The Host
Maintenance option enables you to prepare your replicated system for planned
maintenance procedures and avoid resynchronization.

The hosts that can be prepared for maintenance need to participate in running
scenarios. The preparation is done on one host at a time, but this host can
participate in multiple scenarios. In these scenarios the host can function both
as the Master and the Replica. When a host participates in a scenario that is
not running, the preparation that relates to this scenario will not occur. For
example, a host can participate in both File Server and Exchange scenario. If
before you start preparing the host, the File Server scenario is not running,
only the Exchange services will be stopped during the preparation and the
Server shares will remain intact.

When the selected host functions as the Master, during the preparation
process either the DB services or File shares are stopped, depending on the
scenario type. Then, all changes that occurred until that moment are passed
on to the Replica. Once the Replica sends to the Master an acknowledgment
that all changes were applied and the data integrity is ensured, the scenario is
suspended and the host is ready for maintenance. When the selected host
functions as the Replica, the changes that were sent to it are applied, and the
Master stops sending new changes. The new changes are saved in the
meantime in the Master's spool for future update. Then, the scenario is
suspended and the host is declared as ready for maintenance.

Once the maintenance procedures are completed, CA XOsoft seamlessly
resumes the real-time replication, avoiding any delay or disruption that data
re-synchronization may cause.

Important! This option applies to Database and File Server applications. It
supports both DR and HA scenarios. However, when using this option for File
Server scenarios, and you have applications that are running locally on the
host you want to reboot, you need to manually stop them before starting the
host maintenance preparation, and manually restart them after the
maintenance is completed.
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To prepare your hosts for maintenance procedures

1.

On the Scenario pane, verify that the scenarios whose host you want to
reboot are running.

Notes:

m  You do not have to run all the scenarios in which the host participates.
The preparation will be done only on the parts that involve the running
scenario, for example, Exchange services in the case of Exchange
scenario.

m  The host maintenance preparation cannot be performed during
synchronization. If a scenario currently synchronizes, wait until its
completion.

Click the Launch Host Maintenance J:*’:J button, or select Launch Host
Maintenance from the Tools menu.

The Host Maintenance wizard opens.

@ Host Maintenance fgl

Host Selecti
XOsoft Manager ° fon

This page displays all hosts that participate in running scenarios. i a host appears under different
names/|Fs in different scenarios, it will appear several times in this page.

P Host Selection
Maintenance Procedure

Select the host you want to prepare for maintenance:

Host Name IF
172.16.40.20 172.16.40.20
172.16.4057 172.16.40.57
172.16.71.140 172.16.71.140
1721671141 172.1671.141

Next Cancel

The Host Maintenance wizard displays all hosts that participate in the
running scenarios.

Note: If the same host appears under different names/IPs in different
scenarios, it will appear several times in this page.

Select the host you want to prepare for maintenance, and click Next.
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The Maintenance Procedure page opens.

@ Host Maintenance

E3

Maint Proced
XOsoft Manager ainienance ure

Select the type of maintenance procedure you want to perform.

+" Host Selection
PP Maintenance Procedure

Select maintenance procedurs Scenarios for maintenance:

(%) Prepare for host reboot Scenar IP Scenario d Is Clustere  Cluster

File Server 172.16.4020 149428029 Falze
FileServer 172164020 4156806464 False

The Maintenance Procedure page displays the details of the scenarios in
which the selected host participates.

4. On the Select maintenance procedure section on the left, select the
operation you want to perform and click the Start button.

On the Event pane, a message appears saying: Preparing for reboot.
Then, another message appears saying: Ready for reboot.

Note: If a message appears saying: Not Ready for Reboot, it means
that the preparation did not succeed, and after you reboot the host, re-
synchronization will be performed.

Simultaneously, on the Scenario pane the scenario's state is changing to
Ready for HM.

lﬁlﬁle Server Scenarios

Scenano State Connectivity Product Mode
= [ File Server Ready for HM DR Online
Hosts Changed Synchronized Files In spoact
o R T 1 I I BT
=172.16.40.57 213.20 ME 390.41 MB 6810 0 Bytes
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Note: The scenario's state that appears on the Scenario pane refers only
to the Master host's state. Therefore, if the host you are preparing for
maintenance is functioning as the Replica, you will not see its changing
status in the Scenario pane, only on the Event pane and the Host
Maintenance Monitor.

To view the status of the selected host and the scenarios in which it
participates, select from the View menu the Active View, Host
Maintenance Monitor option, or click the Host Maintenance Monitor

M button.

The Host Maintenance Monitor view opens.

&) CA XOsoft Manager 130.119.186.172:8088

Scenario  Edit Events View Tools Help
BOE® ER xe fHE k NE2E W,

QDD Scenario View 5 CDP View Snapshot View DES Remote Installer Monitor ﬁJHnstMamtenance Monitor| _

Host Maintenance - 0 X

Status of requests for host maintenance:

Hests Scenario Name State IP Is Clustered Cluster Group

= & QA-20-x0.ga—
File Server |2 Ready for HM 17216 4020 False

The Host Maintenance Monitor displays all the requests for maintenance
preparation. A maintenance request disappears from the Monitor when the
involved scenario is either stopped or run. You cannot perform actions
through the Monitor, which only displays information about the status of
the current requests. The only action you can do is opening the Host
Maintenance wizard by clicking anywhere in the screen and selecting
Launch Host Maintenance.

In this Monitor, the displayed host name is its fully qualified name, and not
the name under which it appears in the scenarios. All the scenarios in
which this host participates appear in the Monitor.

After you received the message informing you that the host is ready for
reboot, you can reboot your host or switch groups between cluster nodes.
Once you completed your maintenance procedures, the replication process
automatically resumes, without performing re-synchronization.

Note: If after preparing the host for maintenance, you decided not to
reboot it and continue running its scenarios, you need to stop the
scenarios and re-run them.
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Chapter 7: Setting Scenario Properties

This section describes how to configure scenario properties, and provides the
list of the scenario properties, their corresponding values, and an explanation
of each property.

This section contains the following topics:

Configuring Scenario Properties (see page 137)
Understanding Scenario Properties (see page 138)
Schedule Synchronization (see page 145)
Protecting Your System State (see page 149)

Configuring Scenario Properties

The scenario property values determine the entire scenario's default behavior
concerning synchronization method, replication mode, event notification,
reporting, and more.

Notes:

m  The Properties pane and its tabs (Root Directories, Properties, Statistics)
are context sensitive, and change whenever you select a different node
from a scenario folder.

m  To configure scenario properties, the scenario must be stopped.

Each scenario is identified by its specific Product type, Server type and unique
Scenario ID. The values of these items cannot be modified.
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To set scenario properties

1.

On the Scenario pane, select the scenario its properties you want to
configure. On the Framework pane on the left, the Scenario Properties list
opens.

i Properties » 3 X

Scenario Properties “

Froperty Value
General
Replication
Event Motification
Report Handling

() Reot Directories Froperties

Note: A running scenario has a gray background, and scenarios that are
not running have a white background.

If the scenario is running, click the Stop Q button on the toolbar. The
scenario is stopped.

On the Scenario Properties list, open the desired group, select the required
property, and select or enter the appropriate values. Some values can be
manually entered in an edit box field, while others can be selected from a
combo box or IP control by clicking the default value.

After you set the required properties, click the Save button on the
Standard toolbar to save and apply your changes.

Understanding Scenario Properties

This section lists the scenario properties, corresponding values, and provides
an explanation for each property.
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General

Replication

The properties in this group cannot be changed. The Product Type and Server
Type properties are set during the creation of a new scenario. The Scenario ID
property is given automatically by the system. To change these properties you
need to create a new scenario.

Product Type

Either DR (Disaster Recovery) or HA (High Availability).
Server Type

The type of application or database server that participates in the scenario.
Scenario ID

The unique ID of the scenario.

Mode

CA XOsoft supports two replication modes - Online and Scheduled.

Online

The Online replication mode activates real-time replication. Changes
are replicated continuously, in real-time, using the XOMF driver.

The Online mode replicates all changes of files, even if files that are
always open (as is the case of most database and mail servers). This
mode maintains the order of file system operations. In this mode, the
Engine records all I/O operations related to the root directories in
journal files. The journal files are then sent to the Replicas where the
operations that were recorded in the journal are replayed on the
replicated files.

Chapter 7: Setting Scenario Properties 139



Understanding Scenario Properties

Scheduled

Scheduled replication mode is really nothing more than an
automatically performed synchronization. The synchronization can be
initiated either by a manual activation, or according to a pre-defined
schedule, say every few hours or once a day. This replication mode
does not differ in principle from a synchronization performed as part of
initializing replication. Although there is no online replication in this
mode, online changes made during synchronization are replicated.

When the Scheduling option is selected, two options are enabled:
m By User Request

Synchronization is activated by a user running synchronization
from CA XOsoft Manager, or CA XOsoft PowerShell.

s Weekly Activity

In the Weekly Activity setting of the Scheduled mode, servers are
synchronized at a scheduled, fixed time. When you select this
option, you need to set the schedule for the recurring
synchronization.

For a detailed description of synchronization scheduling, refer to
Schedule Synchronization (see page 145).

Run after Reboot

If the Master is rebooted, CA XOsoft automatically re-synchronizes the
Master and the Replica after the reboot.

Automatic Synchronization

Synchronization ensures that a set of folders and files on a Replica
server involved in a scenario is identical to the set on the Master.
There are two types of synchronization: File and Block synchronization.

Synchronization Type

File Synchronization

Compares files on the Master and Replica servers, and whenever they
are different, copies the entire missing or modified files from Master to
Replica.

In order to synchronize your data for the first time, you need to choose
the File Synchronization mode for each scenario. In subsequent cases,
this synchronization type is best suited for File Server (a large number
of small and medium sized files), preferably with the checked Ignore
Files of Same Size/Time option. This may significantly decrease
synchronization time.
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m  Block Synchronization

Performs a block-by-block comparison of the Master and Replica files,
and copies over only those blocks that are different. When differences
exist between files, instead of requiring the transfer of the entire file,

the block synchronization transfers only changes.

Block synchronization is the method appropriate for database
applications, such as MS Exchange, Oracle or SQL Server. You should
use this method while clearing the Ignore Files of Same Size/Time
option (unless database files are closed on the Master server).

Ignore Files of Same Size/Time

Skips comparison of files with the same path, name, size and
modification time. This assumes that the files are identical.

Select this option when you are absolutely sure that files of this type
are indeed identical. This option is best suited for File Server scenarios.
It is not appropriate for database files for such applications as
Exchange, SQL, or Oracle, since these databases modify files (leaving
them open) without changing file modification time. You can use this
option in database scenarios only when synchronized databases are
un-mounted and files are closed on the Master server.

This option can reduce the overall synchronization time dramatically,
but you must remember that this comes at the expense of content
verification.

Registry Synchronization

When set to On, this option enables you to synchronize the Master and the
Replica registry keys on a scheduled basis.

For a detailed description of registry synchronization, refer to Synchronize
Registry Keys (see page 117).

System State Protection

When set to On, this option enables you to save snapshots of the system
and boot files of the Master on the Replica. To activate this option, you
need to set the System State Protection schedule, and to define which
Replica host will store the snapshots. For a detailed description, refer to
Protecting Your System State (see page 149).
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Optional Settings
Replicate NTFS Compress Attribute

(For Windows only) Replicates compress attribute of files or directories
during synchronization and replication. .

Replicate NTFS ACL

(For Windows only) Replicates ACLs for files and directories during
synchronization and replication.

Synchronize Windows Shares

If a directory has been set to allow sharing, then setting this Share
option to On duplicates the property in the replicated directory. This
occurs only during synchronization and on Windows OS.

Prevent Automatic Re-sync upon Error

An uncommon critical error on the Master can stop the replication
continuance. In this case, setting this option to On prevents automatic
re-synchronization. When this option is Off, re-synchronization starts
automatically upon an error occurrence.
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Event Notification

Notification

When an event occurs, you can set the system to run a script, send an
email notification, or write it to Windows event log.

Notify by Email

Defines whether to send the details of an event by email to a specified
address. If several events occur immediately one after the other, the
system aggregates them and sends their details in one email.

Mail Server

Enter the mail server hostname or IP.
Email Address - To

Enter the receiver email address.
Email Address - From

Enter the sender email address.

Execute Script

Specifies a script for CA XOsoft to run whenever an event occurs.

Script Name (full path)

Enter the name and full path of the script that is invoked once an
event occurs.

Arguments

Additional arguments to pass to the script, which is specified in the
previous property. Any arguments entered here follow the
argument sent automatically by CA XOsoft, which include the event
details written in a notification file. Arguments entered here are
static values.

Note: On Windows x64, you cannot run scripts that activate
applications with UI.

Write to Event Log

Writes the events to the Windows event log.
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Report Handling
Report Saving
Enter the report saving settings.
Report Directory
Specifies the location where the reports are saved.
Report Retention (days)

Specifies the number of days to retain replication reports. The default
is Unlimited.

Notify by Email
Defines whether to send reports by email to the specified address.
= Mail Server
Enter the mail server hostname or IP.
= Email Address - To
Enter the receiver email address.
= Email Address - From
Enter the sender email address.
Execute Script
Specify a script for CA XOsoft to run whenever it generates a report.
m  Script Name (full path)

Enter the name and full path of the script that is invoked once a
report is generated.

s Arguments

Additional arguments to pass to the script specified in the previous
property. Any arguments entered here follow the argument sent
automatically by CA XOsoft. This argument defines the full path of
the generated report file and its type. Arguments entered here are
static values.

Note: On Windows x64, you cannot run scripts that activate
applications with UI.
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Schedule Synchronization

When selecting a scheduled replication mode it means that synchronization will
be performed automatically on a regular basis. Once you select this option the
following flexible scheduling capabilities are offered:

m  Synchronization on selected days of the week and for specific hours in a 24

hour cycle.

m  Synchronization over selected periods (e.g., once every 36 hours) ina 7

day cycle.

m  Exclusion of specific dates.

To open the schedule

1. On the Scenario Properties list, open the Replication group. On the Mode
property, select the Scheduling value.

The Schedule option appears.

2. On the Schedule option, select the Weekly Activity value. Then, on the
Schedule Settings property, click the Not Set value.

Properties

- I X

Scenario Properties

e

Property
General
E‘Replicaliun
=[] Mode
E|S:hedu|e

B schedule Setting

Value

Scheduling
WeeklyActivity

The Schedule Setting dialog appears:

Schedule Setting

Schedule Setting

\i ¢|[ Apply ]

Days/Hours 0j1]2|3|4]|5]|6]7
Sunday
Monday
Tuesday
Wednesday
Thursday
Friday
Saturday

Excluded dates

01/1512008 v [ ad ][ Remore

8|9 |10 11|12({13]14|15|16|17| 18| 19|20 21| 22|23

Advanced ” OK H Cancel
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Set the schedule for automatic synchronization according to the guidelines
described in the sections below.

The following figure shows a sample scheduling setting in which the solid
blue rectangles indicate the days and hours scheduled for synchronization.
The excluded dates area lists the specific dates on which synchronization is
not performed.

Schedule Setting
Days/Hours 0f1|2]|3|4]5|6|7|8]9|wfj11]12]13|14]16|16]17|18[19|20| 21| 22|23
Ty | m [ O O
Monday [ | [ [ [
Tussday [ | [ [ [
Viednesday = = o o (]
Thursday | . . .
Ficy [ | [ [ [
Saturday - - - - -
Excluded dates
Tuesday, January 15, 2008
Advanced ] [ 0K ] [ Cancel

Set a Schedule for Automatic Synchronization

The following instructions describe how to set and clear hours and days in the
Schedule Setting dialog for automatic synchronization.

To set a specific hour/day

Select a single rectangle for a specific hour/day. Click the Set button to
actually mark and enable that hour/day.

To set a specific hour for each day in the week

Select a column and click the Set button.

To set each hour in a specific day in the week

Select a row and click the Set button.
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To set a repetitive cycle
m  Enter a valid number of hours in the Every box, and click the Apply
button.

Note: More than one rectangle can be simultaneously set by clicking and
dragging the mouse. You can also use the Ctrl and Shift keys to set several
dates at once.

To clear a setting

m  Use the same technique of selecting, and click the Clear button.
Important! If synchronization is running, and the next scheduled

synchronization hour comes up, the new synchronization stops the current one
and starts again from the beginning.

Exclude Dates from Scheduled Synchronization

You can set specific dates that will be excluded from the automatic
synchronization.

To exclude dates from automatic synchronization

m  In the Schedule Setting dialog, on the Excluded dates section select or
enter the excluded date in the dates box. Then, click the Add button.

The selected date appears in the Excluded dates list.

Excluded dates

0112212008 «| [

Remave

Tuesday, January 15, 2008

To remove an excluded date

= On the Excluded dates list, select the entry, and click the Remove
button. Multiple entries can also be selected by dragging the mouse over
them.
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Set Advanced Schedules

The Advanced Schedule Setting page allows you to set times that are not
on the hour.
Schedule Setting %

Schedule Setting

[Tuesaay v| [1s:15 2 [ (s ][ cer ]
1:30 | Apply
Wednesday. 5 r 1315 VWednesday, Fride]
Wednezday 5 5 Wednesday Fride]
Wednesday 5 5 Fride]
Wednesday, 0845 5 Fride]
5 Wednesday, 1018 Wednesday, 1518 Thursday, 13 L2218 Fride]
Wednesday, 02:45 Wednesday, 1145 Wednesday, 20:45 Thureday, 14:45 Thursday, 23:45 Fride]
< I >
Excluded dates
01/15/2002 Rl
Tuesday, January 15, 2008

Sendard || 0K ][ Cancel

To open the Advanced Schedule Setting page

= In the Schedule Setting dialog, click the Advanced button at the
bottom.

To return to the Standard Schedule Setting dialog

= In the Advanced Schedule Setting page, click the Standard button at
the bottom.
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Protecting Your System State

System State Protection allows you to include critical system-related
components in your replication and high availability scenarios, so that you can
recover these components after a failure. System State Protection is server-
type independent, which means you can enable this feature in any CA XOsoft
scenario. When System State Protection is enabled, information about the
snapshot schedule and file management is stored directly in the scenario
configuration file. Snapshot files are then transferred to all Replica servers
configured under the Master, including any "child" Replicas, if its Retain
System Snapshot property (Transferring Path) is enabled.

Note: Even if a child Replica's Retain System Snapshot property is enabled, a
child Replica will not receive system state snapshots if this property on its
parent is disabled.
System State Protection lets you:
m  Configure System State Protection in the Scenario Creation Wizard
m  Set periodic backup intervals
m  Send the snapshot file to more than one replica
m  Restore from a System State snapshot
The following components are always included when System State Protection is
enabled:
m  boot files
m COM+ Class Registration database
m  Registry service
The following components are also included in System State Protection
depending upon the operating system:
m Windows XP Professional and Windows 2000 Operating Systems
- files under Windows File Protection (WFP)

m Windows Server 2003 Operating Systems

All files protected by WFP
- performance counter configurations
- Active Directory (ADSI) on systems that are domain controllers

- SYSVOL directory replicated by File Replication Service (FRS) on
systems that are domain controllers

- Certificate server on systems that provide Certificate Authority

- Cluster database on systems that are a node of a Windows cluster
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m Windows Vista and Windows Server 2008 Operating Systems
- Certificate Services database
- Active Directory Domain Services (NTDS)
- SYSVOL directory (FRS Writer)
- Cluster Service information

- Microsoft Internet Information Services (IIS) meta-directory (IIS
Metabase Writer/IIS Configuration Writer)

- System files under WFP (System Writer)
Note: For Windows Server 2003 and higher, system state snapshots are taken

using System Writer. Refer to the Microsoft website for more information on
Backing Up and Restoring System State Under VSS.

How to Configure System State Protection

By default, System State Protection is set to Off. You can enable System State
Protection during scenario creation using the wizard, or you can enable it for
existing scenarios using the Scenario Properties pane of the CA XOsoft
Manager.

For either method, you need to perform the following tasks:

m  Enable the System State Protection property for the scenario

m  Set the snapshot schedule, as desired.

m  Enable the Store System State Protection property on one or all Replicas

involved in the scenario.

Note: After System State is restored on a Replica, that machine must be
rebooted so the system state can take effect. You can set the Reboot After
Recovery property to On, if desired.
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Configure System State Protection in the Scenario Creation Wizard

System State Protection can be enabled for any CA XOsoft supported server
type, from directly inside the Scenario Creation Wizard.

To enable System State Protection in the Wizard

1.

From the CA XOsoft Manager, start the scenario creation wizard using the
toolbar button or the menu command: New, Scenario.

Complete the steps in the usual manner for the server type you selected
until you reach the Scenario Properties dialog:

&) Scenario Creation Wizard

XOsoft Manager Scenario Properties
The scenario propetties are configured here. ‘You can alsa configure these properties after the completion of the wizard steps.
The recommendsd default values are slready listed. Befors changing thess values, pleass refer to the C&, <0 soft User Guids
+ Welcome
+ Product Type S T
« Scenario Setup @B aeneral
' Hosts =@ Replication
+# C&XOsoft Engine Verification Mode Online
«# Master Directories Run after Reboot an
« Replica Ditsctaries [E] Registry Synchronization Ot
S B Frapeiios = =] Systern State Protection On
Hosts Froperties [E]l set Schedule [From Sun:0:00 every 24hrs. duting wh
Optional Settings

Scenario Verification
= E) Event Notification

Run Scenario
EE)Report Handling

Spstem State will be captured periodically and replicated

[ Back [ [ 1[ FEinish [ Cancel
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3. Under Replication properties, set System State Protection to On.

4. Under System State Protection, click the Value for Set Schedule to access
the Schedule Setting dialog:

@3 CA XOsoft Manager localhost: 8088

Scenario  Edit Events

View

Tools  Help

EBoE® bk S5 e S5 8B Y

&b Scenario View | 3 CDP View Snapshat view £ Remote Installer Monitor @4 Host Maintenancs Monitor

Scenario wiew

-~ B X

-~ 8 x

5

= ¥ FileServerl

q DR

FileServer O

2l Properties
Scenario Propetties

Hosts

Changed | Synchro

Files

I sposl

= = yuvpedl w2k33
= & yuvpellwik

S puvpel -

repelr

== puvpell w2k 3
R TP REY Schedule Setting

Events

=]

Schedule Setting

Set

e ®E) General
=&iReplication

Elrode

® =] Run after Reboot

Fropery

[=l Registry Synchranization

=[E system State Protection

®E) Optional Settings

Online

Apply

Walue

Days/Hours
Sunday

1o 1

1z

13

14 165 16 17 18 18 20 21

22

23

Monday

Tuesday

wiednesday

Thursday

Fricay

Saturday

Excluded dates

10/08/2008

dd

] [ Remove

Events

Scenario Walidatio

lw

[ #dvanced | [ 0K

I

Cancel |
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5. Set the schedule for taking system state snapshots.

6. Complete scenario creation steps as usual until you reach the Master and
Replica Properties dialog:

&%) Scenario Creation Wizard b?

XOsoft Manager

“ ‘welcome

% Product Type

" Scenario Setup
" Hosts
4" Master Directories
«* Replica Directories
4" Scenano Properties
B Hosts Properties

Scenario Yerification

Run Scenario

The Master and Replica properties are configured here. Y'ou can also configure these properties after the completion of the

wizard steps.

The recommended default values are already listed. Before changing these values. please refer to the CA X0 soft (12 User

Guide.

M aster and Replica Properties

bdaster Properies
Host Connection
Fleplicatinn
& Spool
&l Event Motification
Fleporls

Yalue Replica Propetties
Host Connection
=E) Replication

ElFlun Script befare Svnch

Compress Drata during ...
Keep Deleted Files duri...
Keep Deleted Files duri...
[=] Bandwidth Limit (Kbps)

ECnpies to keep
[E] ham Total Disk Size ...
Mln Dizk Free Size ...
Dlrec:tury
EllRetry if File is Busy
Run Script upon Tri...
®=E) Spool
Flecnvery
#E Scheduled Tasks
FEN Fuant Natificatinn

Hun Script after Synchro...

Walue

Off
Off
Off
off
Off
Unlirnited

2

4092

1024
[INSTALLDIRY:

‘when set to OM, Master's system state snapshot will be

replicated to this replica and stored in the configured

Back Mext Einish LCancel

7. Expand Replication properties on the Replica and set the Store System
State on this Replica property to On. You may also set additional storage
properties at this time. For more information, refer to the topic, Store
System State Properties.

8. Save and run the scenario. System State Protection starts.
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Configure System State Protection for Existing Scenarios

If you did not enable System State Protection when creating the Scenario, you
can configure the System State Protection property outside the Scenario
Creation Wizard using the following procedure.

Note: By default System State Protection is set to off.

Before performing this procedure, stop the scenario. From the CA XOsoft
Manager, select the scenario and click the Stop button from the toolbar.

To configure system state protection for existing scenarios

1.

6.

From the CA XOsoft Manager select a Scenario to change its System State
Protection property.

On the Scenario Properties panel, expand the Replication node and set the
Enable System State Protection node property to On.

If the Replica is not configured, a message dialog opens.
Click OK.

Expand the System State Protection node and set a schedule, if desired.
For more information, refer to the topic, Set the System State Protection
Schedule (see page 155).

On the Replica, enable the store system state protection property. For
more information, refer to the topic, Configure System State Protection on

the Replica (see page 155).
Save the Scenario.

More information:

Set the System State Protection Schedule (see page 155)

Configure System State Protection on the Replica (see page 155)
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Set the System State Protection Schedule

If you did not enable set a System State Protection schedule when creating the
Scenario, you can configure the System State Protection schedule property
outside the Scenario Creation Wizard using the following procedure.

Note: By default System State Protection schedule is set to off.

To set the System State Protection Schedule

1. From the CA XOsoft Manager, select a Scenario to set the System State
Protection Schedule property.

2. On the Scenario Properties panel, expand the Replication node and expand
the System State Protection node.

3. Click the Value column of the Set Schedule node.

The Set Schedule dialog opens.
4. Set the day, start time, frequency, and exclude dates as needed.
5. Click OK.

Configure System State Protection on the Replica

If you did not enable System State Protection on the Replica when creating the
Scenario, you can configure the Store System State on this replica property
outside the Scenario Creation Wizard using the following procedure.

Notes:

®  You can enable System State Protection on multiple Replicas.

m By default System State Protection is set to off.

To configure system state protection of the Replica

1. From the CA XOsoft Manager, select a Replica to enable its System State
Protection property.

2. On the Properties panel, expand the Replication node and set the Store
System State on this replica node property to On.

3. Modify the Replica storage property values as required. For more
information, refer to the topic, Store System State Protection Properties
(see page 156).

4. Save the Scenario.
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Store System State Protection Properties

You

may set the following properties on the Replica server to manage system

state snapshot storage:

Copies to keep

Specify the number of System State snapshots to keep on the Replica. The
default value is eight. For an unlimited number of snapshots, enter a zero.

If the number of snapshots exceeds the set value, the oldest snapshots are
deleted to make space for subsequent snapshots.

Max Total Disk Size (MB)

Specify the total amount of disk space to allocate for System State
snapshots.

Default Values by Operating System:
- Windows XP: 4096

- Windows 2000: 4096

- Windows 2003: 8192

- Windows 2008: 16,384

For an unlimited amount of space, enter a zero. If snapshots fill the space
allocated, the oldest snapshots are deleted to make space for subsequent
snapshots.

Disk Free Size (MB)

Specify the minimum amount of free disk space for System State
snapshots. The default value is 1024. If the free disk space is less than the
set value, the oldest snapshots are deleted to ensure that the minimum
free disk space value is maintained.

Directory

Specify the directory where the System State snapshot is stored.
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Modify Scenario System State Protection

When a scenario is stopped, you may modify its properties, including System
State Protection. The changes you make take effect when the scenario is
restarted.

System State Protection Property

If you disable the System State Protection property on an existing
scenario, you are prompted to delete existing snapshots. If you select Yes,
all snapshots from the Replica are deleted when the scenario is restarted.
If you select No, all snapshots are retained.

Store System State on this Replica Property

If you disable the Store System State on this Replica property on an
existing scenario, you are prompted to delete existing snapshots. Choose
Yes to delete all snapshots or choose No to retain them.

You can modify all properties under the Store System State on this Replica
group:

Copies to Keep

You can adjust the number of snapshots to keep. If you reduce the count
to a value lower than what is already stored on the Replica, message
WRO00591 is displayed.

C# X0soft Manager

f 10: WRO0591
y Severiy: Warning
Host: 192,168,191.1
Time: &16{2008 3:16:09 PM
Event: Current system state snapshat file number 2 in directory C:/Program Files/Ca/Osoft/Enging/system_state s larger than currert setting 1.
Olgest system state snapshat files will be remaved when new one comes,

Max Total Disk Size (MB)

You can adjust the maximum total disk size setting. If you reduce this
setting to a value lower than the currently occupied disk space, message
WRO00589 is displayed.

CA XDsoft Manager I
- ID: WROOSS9
‘EJ) Severity: \Warning
Host: 192,168,191.1

Time; 6162008 3:07:16 PM
Ewent: Tokal swstem skake size will reach limit 3000, 2 snapshot Filels) is{are) deleted
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Min Disk Free Size (MB)

You can adjust the minimum disk free size to which snapshots are saved.
If you set this value to 0, size is unlimited. If this setting is less than the
size when the scenario is running, the oldest snapshot is deleted to make
space for a new one.

Modify Directory to Store Snapshots

You can change the directory to which stored snapshots are saved. If you
specify an invalid path, you are notified that snapshots cannot be saved. If
a valid path is set, you are prompted to move old snapshots to a new
location. If you select No, old snapshots are deleted.

For more information, refer to the topic, Store System State Protection
Properties (see page 156).
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Restore System State Data

The recovery process for restoring System State data is similar to the usual
recovery process, with one distinction. if System State Protection is enabled,
you are prompted at recovery time to select a Recovery Source (see the
following procedure).

CA XOsoft waits for application data recovery to complete first, including
synchronization, before recovering the system state. You must select a Replica
to act as the restore source machine. During the restore process, a new
scenario is created in which the Master and Replica servers reverse roles. The
scenario then transfers the System State snapshot to the original Master.

To restore system state data

1.

From the CA XOsoft Manager select a Scenario to restore its System State

data.
Select the Replica host.

From the toolbar, click the Restore Data @ button.

The Recovery Source dialog opens if the scenario has System State

Protection enabled.

En Restore Data Wizard
XOsoft Manager

I Recovery Source
Application Data Hecovery

Syztem State Recovery

Recovery Source

Please select what youw want to restare: "application data" and/or ""Spstem state™,

Restore application data

Festore systern state

LCancel
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4. Click Restore Application Data and Restore System State, and then click
Next.

Note: If you select Restore System State only, you will not be able to
choose an application recovery point. If you disable System State
Protection, you will not see the Recovery Source screen.

The Rewind Point Selection dialog opens.

5. From the Recovery Point Selection dialog, click Select Rewind Point to open
the Recovery Point Selection dialog.

S Restore Data Wizard E3

Recovery Point Selection
- XOsoft Manager ¥

‘You can choase to restare system state to any previous backup paint in time

« Recovery Source

« System State Recovery

P Recoven Point Selection —
7:33:01 P bdonday July 07. 2008
7:26:01 Phd

1:36:02 P Wednesday. July 02, 2008
1:26:03 P Wednesday, July 02, 2008

Fecover Systern State to following snapshot -
Time : 1:44:00 P wednesday. July 02, 2008

File :1406184625_080702134400.2.11
Fiecovers to: | [System Directory] | [ Defaur ]
Reboct after recovery

[] Reboot master after recoven sustem state

Finish Cancel

6. Set the following criteria:
Time
Select any previous backup point from the list.
Recovery to
Recovery data to the default location or browse to a specific location.
7. Click Finish.

8. Reboot the Replica now.
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Command Line Enhancements for System State Protection
The following commands have been added to PowerShell to support System

State Protection:
set-properties scenario_name index value
Use the set-properties command to set System State Protection for a

scenario.
To obtain index values, use the get-properties command.

set-hostproperty scenario_name replica_name index value
Use the set-hostproperty command to enable the Store System State
property on a Replica.
To obtain index values, use the get-hostproperties command.

RecoveryMode [A|S|B]
Use A to recover application data only. (Default setting)
Use S to recover system state only.
Use B to recover both.
RebootAfterRecovery [0]1]
Use 0 to skip reboot (default)
Use 1 to enable Master reboot after recovery

Additional System State Information
System State Protection in High Availability Scenarios

After switchover, system state snapshots are not retained on the original

master.
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Chapter 8: Setting Master and Replica
Properties

This section describes how to configure the Master and Replica properties, and
provides the list of their properties, the corresponding values, and an
explanation of each property.

This section contains the following topics:

Configuring Master or Replica Server Properties (see page 164)
Understanding Master Properties (see page 165)
Understanding Replica Properties (see page 170)

Schedule the Bandwidth Limit (see page 176)

Propagating Property Values (see page 178)
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Configuring Master or Replica Server Properties

To configure Master or Replica properties, the scenario must be stopped.

To set Master or Replica properties

On the Scenario pane, select the Master or Replica whose properties you
want to configure.

On the Framework pane on the left, the Master/Replica Properties list
opens.

8| Properties - 0 X

Master 172.16.40 20" Properties L

Property Value
Host Connection |
F{eplic:aliun
Spool
Event Motification
F{epclrts

[T} Root Directories l Froperties

Note: A running scenario has a gray background, and scenarios that are
not running have a white background.

If the scenario is running, click the Stop Q button on the toolbar. The
scenario is stopped.

On the Master/Replica Properties list, open the desired group, select the
required property, and select or enter the appropriate values. Some values
can be manually entered in an edit box field, while other values can be
selected from a combo box or IP control by clicking the default value.

Click the Save button on the toolbar to save and apply your changes.

164 User Guide



Understanding Master Properties

Understanding Master Properties

This section lists the Master properties, corresponding values, and provides an
explanation for each property.

Note: On Windows x64, you cannot run scripts that activate applications with
UL

Host Connection
IP Address

Enter the IP address of the Master host. If the Master name is changed,
the IP address is updated. The Master can also be changed by entering
another IP address in this field.

Port Number

Enter the number of the incoming port used for TCP communications. It

can be changed to any unused port. Since the Engine uses only one port,
make sure that the Engine uses the port specified here. The default port
number is 25000.

Fully Qualified Name
Enter the fully qualified name of the Master host.

In HA scenario, this value is always synchronized with the value in the
Switchover Properties pane.

Replication
Run Script before Synchronization

Triggers a script to run before each synchronization. The synchronization
process does not start until this script run is completed.

Script Name
Enter the full name and path of the script.
Arguments

Arguments to pass to the script that is specified in the previous
property. Arguments are static values.
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Run Script after Synchronization

Triggers a script to run after each synchronization. The synchronization
process does not wait for this script run to finish.

Script Name
Enter the full name and path of the script.
Arguments

Arguments to pass to the script that specified in the previous property.
Arguments are static values.

Compress Data during Transfer

Compresses data before sending it to the Replica. This option optimizes
bandwidth and transfer time. If the Master host is a busy production
server, we recommend activating this feature on the first-level Replica that
resides on the same LAN, and not on the Master.

m  Compress data is resource consuming, and impacts server
performance. If the typical file format being transferred does not
compress much, this option is a waste of processing power and time.
Although the transmission bandwidth can be lessened, the overall
replication time is a function of compressibility and available power.

m Already compressed files such as .zip, .rar, .gz, .jpeg, etc., and any
small file whose size is less than 512 bytes, are not compressed.

Run Script upon Trigger File Creation

[For File Server only] Defines whether special actions should be triggered
via a script, when a specified trigger file appears.

Trigger File Name

The name of the file that triggers the script, which is specified in the
next property. The script is triggered once the file creation event
occurs.

Script to Run
- Script Name

This script is invoked, when the trigger file that is specified in the
previous property is created. Enter the full name and path of the
script.

- Arguments

Arguments to be passed to the script specified in the previous
property. Arguments must be static values.
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Spool

Event Notification

The CA XOsoft spool is a folder on a disk where data to be replicated is
temporarily stored (that is, spooled). The spool stores changes captured during
replication for some period of time before applying them to the Replica server.
The spool parameters determine how much disk space is available for the
spool. In most cases, the default values are sufficient. However, if you choose
to change this value, it should be at least 10% of the total dataset size.

Max Spool Size

Enter the maximum spool size allowed. This disk space is used only if
needed - it is not pre-allocated. The default is Unlimited. To enter a value
of Unlimited, enter a zero.

Min Disk Free Size

Enter the free disk space threshold at which the system issues an error
and stops replication.

Spool Directory

Enter the directory to be used to store the spool. The default directory is
INSTALLDIR/tmp on Windows.

Important! If you change the spool location, remember to remove the
new path from file level antivirus scans: both scheduled and real time.

Notification

When an event occurs, you can set the system to run a script, send an
email notification, or write it to Windows event log.

Notify by Email

Defines whether to send the details of an event by email to a specified
address. If several events occur immediately one after the other, the
system aggregates them and sends their details in one email.

m  Mail Server

Enter the mail server hostname or IP.
n  Email Address - To

Enter the receiver email address.
n  Email Address - From

Enter the sender email address.
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Execute Script
Specifies a script for CA XOsoft to run whenever it sends a report.
= Script Name (full path)

Enter the name and full path of the script that is invoked once an
event occurs.

s Arguments

Additional arguments to pass to the script, which is specified in the
previous property. Any arguments entered here follow the
argument sent automatically by CA XOsoft, which include the event
details written in a notification file. Arguments entered here are
static values.

Write to Event Log

Writes the events to the Windows event log.

Reports
Generate Synchronization Report
Specifies whether to generate a synchronization report.
Generate Detailed Report
Specifies whether to generate a detailed synchronization report.
Generate Replication Report

Specifies whether to generate a replication report. Since replication is
continuous, specify the frequency of the report generation in the property
below.

Generation Frequency (hours)

Specifies how often to generate the replication report.
Generate Detailed Report

Specifies whether to generate a detailed replication report.
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Report Handling

Notify by Email

Specify whether to send reports by email to the specified address.

Mail Server

Enter the mail server hostname or IP.
Email Address - To

Enter the receiver email address.
Email Address - From

Enter the sender email address.

Execute Script

Specify a script for CA XOsoft to run whenever it sends a report.

Script Name (full path)

Enter the name and full path of the script that is invoked once a
report is generated.

Arguments

Additional arguments to pass to the script specified in the previous
property. Any arguments entered here follow the argument sent
automatically by CA XOsoft. This argument defines the full path of
the generated report file and its type. Arguments entered here are
static values.
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Understanding Replica Properties

This section lists the Replica properties, corresponding values, and provides an
explanation of each property.

Note: On Windows x64, you cannot run scripts that activate applications with
UL

Host Connection
IP Address

Enter the IP address of the Replica host. If the host nhame is changed, the
IP address is updated. The host can also be changed by entering another
IP address in this field.

Port Number

Enter the number of the incoming port used for TCP communications. It
can be changed to any unused port. Since the Engine can use only one
port, make sure that the Engine uses the port specified here. The default
port hnumber is 25000.

Fully Qualified Name
Enter the fully qualified name of the Master host.

In HA scenario, this value is always synchronized with the value in the
Switchover Properties pane.

Replication
Run Script before Synchronization

Triggers a script to run before each synchronization. The synchronization
process does not start until this script run is completed.

Script Name
Enter the full name and path of the script.
Arguments

Arguments to pass to the script that is specified in the previous
property. Arguments are static values.
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Run Script after Synchronization

Triggers a script to run after each synchronization. The synchronization
process does not wait for this script's run to finish.

Script Name
Enter the full name and path of the script.
Arguments

Arguments to pass to the script that specified in the previous property.
Arguments are static values.

Compress Data during Transfer

Compresses data before sending it to the Replica. This option optimizes
bandwidth and transfer time.

m  Compress data is resource consuming, and impacts server
performance. If the typical file format being transferred does not
compress much, this option is a waste of processing power and time.
Although the transmission bandwidth can be lessened, the overall
replication time is a function of compressibility and available power.

m Already compressed files such as .zip, .rar, .gz, .jpeg, etc., and any
small file whose size is less than 512 bytes, are not compressed.

Keep Deleted Files during Synchronization

During synchronization, do not remove from the Replica files that were
deleted from the Master. Best suited for cases in which several scenarios
use the same Replica directories.

Keep Deleted Files during Replication

During replication, do not remove from the Replica files that were deleted
from the Master.

Bandwidth Limit (Kbps)

Controls the size of the allowed incoming bandwidth on the Replica host.
You can either define one limit size that will apply to all hours of the day,
or you can specify different values for different hours. The default value is
Unlimited.

For a detailed description of bandwidth scheduling, refer to Schedule the
Bandwidth Limit (see page 176).

Stop Database on Run

When set to On, if a database scenario (Exchange, SQL, Oracle) is running
and the database is running on the Replica server, CA XOsoft stops the
database services before running the scenario. [Does not apply to HA
scenarios]
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Store System State on this Replica

This option can be enabled only when the System State Protection
property in the Scenario Properties list is set to On. For more information,
refer to Protecting Your System State (see page 149).

Retry if File is Busy

These options are relevant only for Windows servers. If changes were
received for a busy file (opened as non-shared for read), these options
define how many times and at what interval to attempt replacing this
file with the one that contains the changes.

Number of Attempts

Enter the number of attempts to be made for replacing a modified file
that is busy (and therefore cannot be replicated). If the file is not
released before the last attempt is made, the change is lost and an
error message is initiated.

Interval between Attempts (msec)

The time between an unsuccessful attempt and the next attempt.

Run Script upon Trigger File Creation

[For File Server only] Defines whether special actions should be triggered
via a script, when a specified trigger file appears.

Trigger File Name

Enter the name of the file that triggers the script, which is specified in
the next property. The script is triggered once the file creation event
occurs.

Script to Run
m  Script Name

This script is invoked, when the trigger file that is specified in the
previous property is created. Enter the full name and path of the
script.

s Arguments

Arguments to be passed to the script specified in the previous
property. Arguments must be static values.
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Spool

Recovery

The spool parameters determine how much disk space is available for the
spool. In most cases, the default values are sufficient. However, if you choose
to change this value, it should be at least 10% of the total dataset size.

Max Spool Size

Enter the maximum spool size allowed. This disk space is used only if
needed - it is not pre-allocated. The default is Unlimited. To enter a value
of Unlimited, enter a zero.

Min Disk Free Size

Enter the free disk space threshold at which the system issues an error
and stops replication.

Spool Directory
Enter the directory to be used to store the spool. The default directory is
INSTALLDIR/tmp on Windows.

Important! If you change the spool location, remember to remove the new
path from file level antivirus scans: both scheduled and real time.

Replication Delay

Data replication can be delayed in the parent server (Master or Replica)
spool before sending it to this Replica. This is useful against data
corruption or viruses. It enables stopping replication before corrupted or
infected data is written to the Replica.

Delay Interval (min)
Enter the number of minutes of the replication delay.
Data Rewind

Keeps undo information needed to recover data from a certain action or
point in time. It is useful in cases in which corrupted data on the Master
was replicated to the Replica, and you want to restore the data to its
previous state before the corruption occurred. Data Rewind is enabled for
online replication only.

Retention Period (min)

I/0 operations are recorded in the Rewind journal for this number of
minutes. Then, they are discarded in first-in-first-out order.

Max Disk Size (MB)

Enter the maximum disk space allocated for the Rewind journal. Once
this size is reached, old records are discarded in FIFO order.
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Scheduled Tasks
Suspend

Refer to Schedule Replication Suspension (see page 77).

Replica Integrity Testing for Assured Recovery

Refer to Setting Assured Recovery Properties (see page 284).

Event Notification
Notification

When an event occurs, you can set the system to run a script, send an
email notification, or write it to Windows event log.

Notify by Email

Defines whether to send the details of an event by email to a specified
address. If several events occur immediately one after the other, the
system aggregates them and sends their details in one email.

m  Mail Server
Enter the mail server hostname or IP.
n  Email Address - To
Enter the receiver email address.
n  Email Address - From
Enter the sender email address.
Execute Script
Specifies a script for CA XOsoft to run whenever it sends a report.
m  Script Name (full path)

Enter the name and full path of the script that is invoked once an
event occurs.

s Arguments

Additional arguments to pass to the script, which is specified in the
previous property. Any arguments entered here follow the
argument sent automatically by CA XOsoft, which include the event
details written in a notification file. Arguments entered here are
static values.

Write to Event Log

Writes the events to the Windows event log.
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Reports

Generate Replication Report

Specifies whether to generate a replication report. Since replication is
continuous, specify the frequency of the report generation in the property

below.

Generation Frequency (hours)

Specifies how often to generate the replication report.

Generate Detailed Report

Specifies whether to generate a detailed replication report.

Generate Assured Recovery Report

Specifies whether to generate Assured Recovery report.

Report Handling

Notify by Email

Specify whether to send reports by email to the specified address.

Mail Server

Enter the mail server hostname or IP.
Email Address - To

Enter the receiver email address.
Email Address - From

Enter the sender email address.

Execute Script

Specify a script for CA XOsoft to run whenever it sends a report.

Script Name (full path)

Enter the name and full path of the script that is invoked once a
report is generated.

Arguments

Additional arguments to pass to the script specified in the previous
property. Any arguments entered here follow the argument sent
automatically by CA XOsoft. This argument defines the full path of
the generated report file and its type. Arguments entered here are
static values.
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Schedule the Bandwidth Limit

CA XOsoft enables you to control the size of the allowed incoming bandwidth
on the Replica host. You can either define one limit size that will apply to all
hours of the day, or you can specify different values for different hours. By
using the Bandwidth Scheduler, you can decrease the bandwidth size on busy
hours and increase it on off-peak hours in order to optimize your bandwidth
resources.

Notes:

The bandwidth limit that you set for one Replica host does not apply to
other Replica hosts that reside in the same replication tree. You need to
change each Replica host definition separately.

The default value for the Bandwidth Limit option is "Unlimited". It means
that no restriction is imposed on the bandwidth between the Master and
the Replica.

To schedule the bandwidth limit:

1.

On the Replica Properties list, open the Replication group. On the
Bandwidth Limit property, click the Value box that contains the
Unlimited default value.

The Bandwidth Scheduler dialog opens.

Set the daily schedule for incoming bandwidth

« On the Hours table, select cne or several rectangles for the pericd in the day for which you want to define @ certain bandwidth

o From the Bandwidih Values section, select the value you want to apply on the selected hours.

If no value is defined for @ specific hour, the Unlimited value is applied
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2. Set the daily schedule for incoming bandwidth size according to the
following guidelines:

= On the Hours table, select one or several rectangles for the period in
the day for which you want to define a certain bandwidth size.

» On the Hours table, select one or several rectangles for the period in the day for which you want to define @ certain bandwidth

# From the Bandwidth Values section. select the value you want to apply on the selected hours.

If no value is defined for @ specific hour, the Unlimited value is applied.

Hours 0 1 2 3 4 5 6 7 2 9 10 1n 12 13 14 15 18 17 18 13 20 il 2 23

Bandwidth Values (Kbps)

I 5 | & | [ s ] [ s ] [ m ] [ s | [ e ][ e ]

[ s | [ e | [ e | [ a0 | [ ao | [ eser | [ toz0 | [ Unimtes |

Cree]) o] (o]

Note: You can set more than one rectangle simultaneously by clicking

and dragging the mouse. You can also use the Ctrl and Shift keys to
set several dates at once.

m  Once the rectangles are marked, from the Bandwidth Values section
click the values (in Kbps) you want to apply on the selected hours.

‘Set the daily schedule for incoming bandwidth
 On the Hours table, select one or several rectangles for the period in the day for which you want to define 2 certain bandwidth

# From the Bandwidth Values section, select the value you want to apply on the selected hours.

If no value is defined for 2 specific hour, the Unlimited value is applied.

Hours 0 1 2 3 4 5 6 7 3 9 10 1 12

Bandwidth Values (Kbps)

[ ] [ ] [ ) [e ] [ ][z [ ][ s ]
[ | [ ews | [ weew | [ ae | [ ava | [ awer | [ ozem ] [ udmies |
[ Reset ][ ok ][ camce |

The rectangles of the selected hours now contain the value you
selected.
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3. You can repeat this process for all hours. If no size is defined for a specific
hour, the Unlimited default value is applied to it.

Note: To clear the setting, click the Reset button.

4. Once you finished defining the Bandwidth Scheduler, click OK to save your
setting and close the dialog.

The setting you defined now appears in the Bandwidth Limit value box in
the Properties list.

FProperty Value
Host Connection
B Replication

Run Script before Synchronization Off
Run Script after Synchronization Off
Compress Data during Transfer Off
leep Deleted Files during Synchronization Off
Keep Deleted Files during Replication Off

B Bandwidth Limit (Kbps) [0-10: Unlimited] [10 - 18 : 102400.0] [18 - 24 : Unlimited]
=
Retry if File is Busy

Run Script upon Trigger File Creation

Spool
E| Recovery
Replication Delay Off
E| Diata Rewind Cn
Retention Period {min) Unlimited
[E] Max Disk Size (MB) 200

Scheduled Tasks
HEN Event Motification

5. To save your setting, click the Save button on the Standard toolbar.

Propagating Property Values

CA XOsoft enables you to apply the values you set for one scenario to multiple
scenarios at once. Instead of separately configuring the properties of each
scenario, in a click-of-a-button you can propagate the value of one scenario to
as many scenarios as you want. A good example would be to use this option to
simultaneously change the e-mail notification address for multiple scenarios.
You can propagate the values of scenarios, Master hosts and Replica hosts.

Note: The scenarios must be stopped to apply property changes.
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To propagate values of properties

1. On the Scenario pane, select either the scenario, the Master or the Replica
whose properties you want to propagate. On the Framework pane on the
left, the Properties list opens.

Hj| Properties (%]

Replica (Stand-by) "QASS-W2K3-SGLZ Properties

®

<

Froperty Value
I Host Connection

Replication

Spool

Recovery

Scheduled Tasks

Event Notification

Reporis

(3 Root Directories |El) Properties [§§ High Availability Properties

2. On the Properties list, open the desired group, select the property its value
you want to propagate and right-click. The Propagate Value pop up
command opens.

Replica 'QA35-W2K3-SQL2 Properties

Froperty Value

< [E3]

Host Connection
Replicalicln
=8 spool
Reccnrery
BE) Scheduled Tasks
ElE\renl Notification
= =] Netification Cn
EiNotify by Email On
On error only Off
Mail Server (JAG5-W2K3-EX1

I B Email Address - From % Propagate Value... Supp':lr‘l@ca.c-:m
Email Address - To

Execute Script Off
Write to Event Log On
Reports

Enter the sender email address.

ID Root Directories Properties
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3. Click the Propagate Value command. The Propagate Value dialog
opens.

gl Propagate Value E] E'

Select hosts, where the value of property Mail Server will be changed to
Exchange.ca.com

Scenanos/Hosts Current Value o

(eH = SOL Server
= = Q455 W2KI-50L
= F QAS5-W2K3-5QL2
[EH =+ File Server
= B F QASS-W2K3-EX1 Exchange.ca.com
= I QA55-W2KI-EX2
] =+ File Server 1
=
=
LR
=
=
e

Bk 120.119.185.152
W 130119185153
=] # Exchange COP
= 130119185152
F 130.119.185.153
= # File Server CD
= B F QARS-W2KI-SOL
= W QASE-WIZKI-5012

(£

Check all Master hosts
Check all Replica hosts

oK ][ Cancel

All scenarios in your Manager appear in the dialog, while the scenario
whose property value you want to propagate is marked in red. The
property and the value you can propagate are displayed above the
Scenarios table, and in the Current Value column.

4. To propagate the value to all scenarios, click OK.

Note: To exclude scenarios or hosts from the value propagation, clear
their check boxes, and then click OK.

5. After the Propagate Value dialog is closed, click the Save All @ button
on the Standard toolbar to save and apply your changes to all scenarios.
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This section describes how to restore lost data using CA XOsoft Manager, how
to set bookmarks, and how to rewind data.

This section contains the following topics:

The Data Recovery Process (see page 181)
Recover Lost Data from Replica (see page 182)
Setting Bookmarks (see page 186)

Data Rewind (see page 187)

The Data Recovery Process

When an event causes loss of Master data, the data can be restored from any
Replica. The recovery process is in fact a synchronization process in the
reverse direction - from a Replica to the Master.

CA XOsoft enables you to recover data in two ways:

m  Recover lost data from the Replica to the Master -- this option is a
synchronization process in the reverse direction and requires you to stop
the scenario. (This option is not recommended for Oracle, SQL or
Exchange scenarios.)

m  Recover lost data from a certain event or point in time (Data Rewind) --
This option uses a process of stamped checkpoints and user-defined
bookmarks to roll corrupt data on the Master back to a time before
corruption occurred.

Important! You must stop replication in order to initiate recovery.
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Recover Lost Data from Replica

To recover all lost data from a Replica

1.

On the Manager, from the Scenario pane select the desired scenario and
stop it.

[For database applications only] stop the database services on the Master
host.

On the Manager, from the scenario folder select the Replica host:

Note: If multiple Replica servers participate in the required scenario,
select the Replica from which you want to recover data.

Scenarios view

@-@ﬁﬁle Server Scenarios

B'@H'B Server Stopped DR FileServer Regular

Heosts Changed Synchronzed Files In specl

B@ 17216852

The Restore Data option is enabled.

4. From the Tools menu, select Restore Data, or click the Restore Data

button on the Standard toolbar.
) CA XOsoft Manager localhost:8088

Scenario Edit Events View CDP Snapshot Tools Help

EaE& p b E‘;c@ S §8 | | | OO

Scenanos view

Restore Data
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The Recovery Method page of the Restore Data wizard opens.

S Restore Data Wizard

XOsoft Manager Recovery Method

The recovery process is synchronization in the reverse direction - from a Replica to the Master.

X

+" Application Data Recovery
P Recovery Method

Synchronization Method

All data on Master "130.115.185.152" (and upstream Replicas) will
be replaced with the data on Replica "120.119.185.153".

Remove files that exist on Master only

T
T

Notes:

m If the Data Rewind property is set to On, another Restore Data
dialog will appear. In this case, select the first option - Replace all data
on Master with the data on Replica.

m The Include Registry Keys synchronization checkbox is enabled,
only if you activated the Registry Synchronization property (see page
117) before starting the scenario. If the checkbox is enabled, you can
select it to include the synchronized Registry Keys in the recovery
process.
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5. Click Next. The Synchronization Method page opens.

x]

S Restore Data Wizard

5 ization Method
XOsoft Manager ynchronization o

Select one of the Synchronization Methods:
- File Synchronization: best suited for File Server.
- Block Symchronization: best suited for database applications.

4 Recovery Method
[ Synchronization Method

(® File Synchronization

(O Block Synchronization

[ lanore Files of Same Size/Time

Click 'Finish' to start the recovery process.

[ b | [ Frisn [ Cool |

Make sure that the File Synchronization method is selected, and click
Finish.

Note: If the user credentials you used to log in to the Manager are
different than the ones required for working with the Engine on the
Replica, a User credentials dialog appears, asking you to enter log on
account details for the selected Replica.

Once you finished initiating the recovery process, CA XOsoft builds a
temporary reverse tree using the selected Replica as the root, and the
Master as the terminating node. After the Master recovery process ends,
the temporary scenario is deleted, and you receive the following message
in the Event pane: Synchronization finished.
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By default, once a data recovery occurs a Synchronization Report is

generated.

CA XOsoft Report Center

Report Center Home Page

CA XOsoit Replication

SYNCHRONIZATION REPORT

Synchronization mode

FileSynchronization (ignore filez with the same size and modification time)

Scenario

Recovery_File Server 1

Master host

130.119.185.153(1)

Replica host

130.119.185.152(2)

Scenario start time

Z2-Mar-08 18:58:49

Report start time

22-Mar-08 15:17:39

Report finish time

Z2-Mar-08 15:18:08

Summary:
Total number of files modified 7
Total number of bytes changed 3.83MB

Total number of directories created 2

Now, the Replication process can restart on the original scenario.
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Setting Bookmarks

A bookmark is a checkpoint that is manually set to mark a state that you may
want to rewind back to. We recommend setting a bookmark just before any
activity that may cause data to become unstable. Bookmarks are set in real-
time, and not for past events.

Notes:

m  You can use this option only if you set the Recovery - Data Rewind
option to On (default setting is Off).

®  You cannot set bookmarks during the synchronization process.

To set a bookmark

1. When the required scenario is running, on the Scenario pane select the
Replica host from which you want to rewind data.

2. From the Tools menu, select the Set Rewind Bookmark option.

The Rewind bookmark dialog opens.

Rewind bookmark

] .
9 Enter name for rewind bookmark

Bookmark was set at 07.02.07 17:38: 10§

The text that appears in the Rewind bookmark dialog will appear in the
Rewind Points Selection dialog as the bookmark's name. The default
name includes date and time.

3. Accept the default name, or enter a new name for the bookmark. It is
recommended to give a meaningful name that will later help you recognize
the required bookmark. Then, click OK.

The bookmark is set.
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Data Rewind

The Data Rewind recovery method allows you to rewind data to a point in time
before it was corrupted. The rewind process takes place on the Replica server
before the reverse synchronization process starts. The Data Rewind method
uses rewind points or bookmarks that enable you to reset the current data
back to a previous state.

You can use this option only if you set the Recovery - Data Rewind option to
on.

Froperties - 0 X
Replica "172 16 40 57" Properties w
Froperty Yalue

Host Connection
Heplit:aliun

SpDDI
E‘Hemvery
Heplicatinn Delay Off
___=Bps=Rewind . On
Hetention Feriod {min) Infinite
Max Disk Size (ME) 200

Scheduled Tasks
Ewent Motification
Reports

Keeps undo information needed to recover data from a certain action or point in time. It is useful in cases in
which corrupted data on the Master was replicated to the Replica, and you want to restore the data to its
previous state before the corruntion cocurred.

[T Root Directories Properties
If this option is set to Off, the system will not register data rewind points.
Important! The data rewind process operates in one way only - there is no

replay forward. After rewind, all data subsequent to the rewind point will be
lost, since data after the rewind point will be overwritten with new data.
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Note: The automatic registration of the rewind points starts only after the
synchronization process is completed, and the message All modifications
during synchronization period are replicated appears on the Event pane.
Similarly, you cannot manually set bookmarks during synchronization. In the
following example, a File Server scenario is used, but the steps are the same
for all scenario types.

To recover lost data using rewind points

1. On the Manager, from the Scenario pane select the desired scenario and
stop it.

2. [For database applications only] stop the database services on the Master
host.

3. On the Manager, from the scenario folder select the Replica host:

Note: If multiple Replica servers participate in the required scenario,
select the Replica from which you want to recover data.

Scenarios view

= @File Server Scenarios
Scenano State Product Server Maode
=¥ File Server Stopped DR FileServer Regular
Hosts Ch=nged Synchronzed Files In spool
= EB17216952

4. From the Tools menu, select Restore Data, or click the Restore Data

@ button. If you are prompted for user credentials, enter the appropriate
information and click OK.

The Recovery Method page of the Restore Data Wizard opens.

Za Restore Data Wizard @

Reco Method
XOsoft Manager very Methe

The recovery process is synchronization in the reverse direction - from a Replica to the Master,

+" Application Data Recovery
P Recovery Method
Rewind Point Selection
Synchronization Method

O Replace all data on Master *130.113.185.152" with the data on Replica 130.119.185.153".

® Rewind data on Replica "130.115.185.153" and replace all data on Master
'130.119.185.152".

(O Rewind data on Replica '130.119.185.152' and lsave Master 120.119.185.152 intact.

Remove files that exist on Master only

Cancel
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Select one of the Rewind data options, depending on whether you want the
rewind data synchronized back to the Master (option 2) or left on the
Replica only (option 3).

Notes:

m If the user credentials you used to log in to the Manager are different
than the ones required for working with the Engine on the Replica, a
User credentials dialog appears, asking you to enter log on account
details for the selected Replica.

m  The Include Registry Keys synchronization checkbox is enabled,
only if you activated the Registry Synchronization property (see page
117) before starting the scenario. If the checkbox is enabled, you can
select it to include the synchronized Registry Keys in the recovery

process.

After you select a Rewind data option, a Recovery scenario is automatically
created. This Recovery scenario will run until the end of the rewind

process.

6. Click Next. The Rewind Point Selection page is displayed.

Zh Restore Data Wizard @

7.

XOsoft Manager

+ Recowvery Method
I Rewind Point Selection
Synchronization Method

Rewind Point Selection

This Data Rewind method allows you to rewind data to a point in time before it was comupted.
The rewind process takes place on the Replica server before the reverse synchronization
process starts. The Data Rewind method uses rewind points or bookmarks that enable you to
reset the This Diata Rewind method allows you to rewind data to a point in time before it was

Please wait while the Rewind Poinis are being relneved.

Mo point selected.

Cancel

Wait until the Select Rewind Point button is enabled, and click it to view
the existing rewind points.

Chapter 9: Data Recovery 189



Data Rewind

The Select Rewind Point dialog opens.

Zi Select Rewind Point X
Filter Rewind Points Poirt type Poirt 1D Name Path b
View type In list 248 [} Create 114 [Blref chm C:/Toals/Ton

Trak 1050 + Update 118 [Blref chm C:/Tools/ Ton
File points v [} Create 136 [Elsstupclexe C:/Tools/ Ton
b 100 % Updats 138 Blsetupclexs  C/Took/Tor

Filz name [} Create 143 [Blsetupmarexe  Co/Tools/Tol
. y + Lpdate 145 [Blsstupmgrexe  C/Tools/ Tor
@ Mifilss O Includsfiles O Exclude files £ Create 1Eg Blsysren sxe b
I | pdats 160 [Elsysprep.sxe CuToole/Tor
[ Creste 166 Blsyspreprt C/Tooks/Ton
. + Lpdate 168 [Blsysprep.inf C:/Todls/ Ton
L stat tme ‘ | [ Creste 7 [Ewfint_quide doc C:/Tooks/Tor
Rioot directories + Lpdate 175 [Bwfint_guide doc C:/Tools/ Tor
[ Creste 183 @sysprep & Tools/Tor
Root directory name [ Create 184 [&sysprep.irf C./Tools/Ton
Update 126 Blsysprepint T/ Took/ Tor
[ € Tools i Crete 75 (@386 CiiTasle/Tor
[} Create 153 @Scems C:/Tools/Ton
[ Create 195 [mPsTocls C:/Tools/ Ton
[} Create 187 [BlEulabd C/Tools/Tan
+ Update 188 [8] Eula txt C:/Tools/ Ton
[} Create 204 Blpdhdi C:/Toals/ Tan
+ Update 208 [Blpdh dil C:/Tools/ Ton
[ Create 213 [Elpsexec exe Ci/Tools/Ton
< | 3| §wlpdate 215 [Elpseecexs C/Tooks/Tor
[ Create 23 [Elpsfile.exs Ci/Tools/Ton
Updats 225 Elpsfile 2xe C.iToole/ Tor
[ Create 23 [Blpsoetsidexe  C/Tools/Ton

w Lpdate 233 b Blpsoetsidexe Co/Tools/To %

< | ¥
| Epotobce || A | [ ok ][ concel

The Select Rewind Point dialog displays a list of all rewind points
appropriate to the application you are protecting. These include
modifications of folders and files that were automatically registered by the
system and user-defined bookmarks.

The list can be filtered according to the rewind point type or other criteria,
using the Filter Rewind Points pane on the left.

Notes:

m If the Select Rewind Points dialog is empty, make sure that the Data
Rewind property (see page 173) is enabled.

m  The entire list can be exported to an Excel file by clicking the Export
to Excel button on the bottom-left corner.

Select the required rewind point, and click OK.

Note: If you want to use a Bookmark as the rewind point, it is best
practice to select the closest rewind point that indicates an actual event.
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You return to the Rewind Point Selection page, now displaying
information about the rewind point you selected.

Za Restore Data Wizard

XOsoft Manager

+" Application Data Recovery
" Recovery Method
P Rewind Poirt Selection
Synchronization Method

Rewind Peint Selection

This Data Rewind method allows you to rewind data to a peint in time before it was comupted. The rewind
process takes place on the Replica server before the reverse synchronization process starts. The Data
Rewind method uses rewind points or bookmarks that enable you to reset the cument data back to a
previous state.

Click the Select Rewind Point button, to select the point in time to which you want to
rewind the data.

Rewind to point:

Type: Creats

Id: 195

Time: 3/22/2009 6:37:59 PM

File name: Tools_3/Tools_2/Tools/PsTools

[ e

Click Next. The Synchronization Method page is displayed.

2 Restore Data Wizard

XOsoft Manager

+" Application Data Recovery
" Recovery Method
4 Rewind Paint Selection
P Synchronization Method

Synchronization Method

After the rewind data process is completed, a reverse synchronization back to the Master starts. Select one
of the Synchronization Methods:

- File Synchronization: best suited for File Server.

- Block Synchronization: best suited for database applications.

(®) File Synchronization

(O Block Synchronization

lgnore Files of Same Size/Time

Click 'Finish' to start the recovery process.

Finish ] Cancel

Chapter 9: Data Recovery 191




Data Rewind

10. Select the File Synchronization method and click Finish.

Note: If the user credentials you used to log in to the Manager are
different than the ones required for working with the Engine on the
Replica, a User credentials dialog appears, asking you to enter log on
account details for the selected Replica.

CA XOsoft rewinds the data to the point you selected. After the rewind
process ends, you receive the following message in the Event pane:
Rewind process is completed successfully.

If you chose to replace the data on the Master with the data on the
Replica, CA XOsoft starts a synchronization process from the Replica to the
Master. Once the process ends, the temporary Recovery scenario is
stopped and then deleted.

11. By default, once a data recovery occurs a Synchronization Report is
generated.

CA XOsoft Report Center

Report Center Home Page
CA XOsoit Replication

SYNCHRONIZATION REPORT

Synchronization mode FileSynchronization (ignere files with the same size and modification time)

Scenario Recovery_File Server 1

Master host 130.119.185.153(1)

Replica host 130.119.185.152(2)

Scenario start time 22-Mar-0% 18:58:49

Report start time 22-Mar-09 15:17.38

Report finish time 22-Mar-09 15:12.08
Summary:

Total number of files modified 7
Total number of bytes changed 3.83MB

Total number of directories created s

Now, the Replication process can restart on the original scenario.
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Chapter 10: Switching Over and
Switching Back

This section explains the High Availability process and the switchover and
switchback procedures, and describes the following operations: creating HA
scenario, performing switchover and switchback, and recovering active server.

This section contains the following topics:

Understanding the High Availability System and the Switchover and
Switchback Procedures (see page 193)

Creating High Availability Scenario (see page 195)

Switchover (see page 208)

Switchback (see page 211)

Recover Active Server Using the Manager (see page 215)

Recover Active Server from Outside the Manager (see page 216)

Understanding the High Availability System and the
Switchover and Switchback Procedures

A High Availability scenario incorporates all the functionality and workflow of a
Disaster Recovery replication scenario, but it adds three important new
elements: pre-run verification, monitoring of the Master and the application
running on it, and the switchover process itself.

m  Pre-run verification

During a switchover, there are many things that can go wrong - there
might be problems with permissions, or with the application configuration,
or even with the settings within the HA scenario itself. For this reason,
when HA scenario is created and initiated, CA XOsoft HA performs an
extensive list of checks. These checks are designed to determine, whether
any of the common issues that are known to cause problems during
switchover can be found. When such issues are found in the pre-run
verification, errors and warnings are presented, prompting you to solve
these issues before running the HA scenario.
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Automatic monitoring of the Master and the application running on
it

As soon as the scenario is initiated, the Replica checks the Master on a
regular basis, by default every 30 seconds. There are three types of
monitoring checks - a ping request that is sent to the Master in order to
verify that the Master is accessible and alive; a database check that
verifies that the appropriate services are running and the data is in good
state; a user-defined check that can be tailored to monitor specific
applications.

If an error occurs with any part of the set, the entire check is considered to
have failed. If all checks fail throughout a configured timeout period (by
default 5 minutes), the Master server is considered to be down. Depending
on the HA scenario configuration, this will cause CA XOsoft HA to send you
an alert or to automatically initiate a switchover.

Switchover and switchback workflow

In an initial HA scenario, the Master is the active computer, and the
Replica is the standby computer. The standby computer is continuously
checking the state of the active one, to determine whether it is alive and to
decide whether to assume the active role.

A switchover can be triggered automatically or with the push of a button.
The first time a switchover occurs, the Replica that was on standby
becomes the active computer, and the Master reverts to a standby mode
(assuming it is still operational). When the Master (now the 'standby') is
ready, a switchback process can be initiated, either automatically or
manually. Following the switchback, the Master again becomes active, and
the Replica returns to its previous standby and monitoring role.

Note: After a connection loss, during the attempt to reconnect, a node
(either Master or Replica) tries to determine its role. If the two nodes
establish themselves as Masters, upon reconnection the newest active
Master will continue to act as the Master, while the older one will turn into
the standby Replica.
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Creating High Availability Scenario

The creation of High Availability scenario is similar to the creation of Disaster
Recovery scenario. In both you are using the step-by-step Scenario Creation
wizard. However, during the creation of HA scenario there are some additional
verification checks that CA XOsoft HA performs automatically, and you need to
configure several High Availability properties.

To create a High Availability scenario
1. Open the CA XOsoft Manager. Then, select from the Scenario menu the
New option, or click the New E button on the Standard toolbar.

The Scenario Creation Wizard opens.

@ Scenario Creation Wizard El

Welcome to the New Scenario Wizard
XOsoft Manager

This wizard will help you create & new scenaro, ether from scratch or using & predefined template. | may also be used to create
new templates. WWhen the scenario creation is finished, you will be able to run the scenario

Wel To exit the wizard and continue corfiguration manualty from any step, click the Finish button

Product Type
Scenario Setup
Scenario Verification
Run Scenario

(@) Create a New Scenario

) Create a New Template

Assign a Scenario Group (select existing one or enter a new group name)

HA Scenarios -

Next Cancel

2. Select the required scenario options, as follows:
m Select the Create a New Scenario option button.

m  From the Group drop-down list, select the group to which you want to
assign the new scenario, or enter a name for a new scenario group.
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3. Click Next. The Select Server and Product Type page opens.

&) Scenario Creation Wizard rg‘
Select Server and Product T
XOsoft Manager pe
Select one of the licensad server and product types listed below, and the required task.  the desired option is not listed, ~
do one of the following: i
If you have an appropriate licenss key, exit the wizard by clicking Cancel, and select from the Help menu the Register  —
i v
« Wel option. b
b Product Type Select Server Type
Scenario Setup |70 File Server @ MS Hyper-V
Scenario Verification ¢ MS Exchange Server {3 MS SharePoint Server
i Pa—is ¥ Oracle Database EE2 VMware vCenter Server
iEj MS SQL Server
T MS 1S Server
# CAXOSoft Control Service

Select Product Type
O Replication and Data Recovery Scenario (DR)
(® High Availability Scenario (HA)

Tasks on Replica
& MNone
O Integrity Testing for Assured Rscovery (AR)
O ARCserve Backup

[ Store deleted email items in COP Repository

[ Back ] Mext ][ Finish ][ Cancel ]

A list of available applications and scenario types is presented.
Note: The list of available applications depends on the licenses applied.
Select the required scenario options, as follows:

m  From the Select Server Type list, select the type of server for which
you want to create the scenario. In this example, we select MS
Exchange.

m  From the Select Product Type options, select High Availability
Scenario (HA).

m [Optional - a license is needed] From the Tasks on Replica options,
select the tasks you want to implement in this scenario.
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4. Click Next. The Master and Replica Hosts page opens.

@ Scenario Creation Wizard El
XOsoft Manager Masta.' and Replica Ijlnds
Enter the hostname or P address for both the Master (source] and Replica ffarget] hosts.
If the scenario will invalve more than one Replica, add one Replica now, and manually add the other Replicas in the
Scenario pane once you completed the wizard steps.
+ Welcome
+ Product Type
" Scenario Setup Scenario Name MS Exchange HA |
P Hosts
CA ¥Osct Engine Verfication Master b | =] Port
Master Corfiguration
Replica Configuration Regplica Hostname/IP | |D Port
Scenario Propertiss
Hosts Properties
Switchover Properties
Scenario Verification Verify CA XOsoft Engine on Hosts
Run Scenaric

Back [ Finish ][ Cancel ]

5. Enter the following information:

m In the Scenario Name box - accept the default name or enter a new
name for the scenario. When entering a name, choose a unique name,
since you cannot use the same name for more than one scenario.

m In the Master and Replica Hosthname/IP boxes - enter the
hostname or IP address of the Master (active) and Replica (standby)
servers, or use the Browse buttons to find them.

m In the Port boxes: accept the default port no. (25000) or enter a new
port nhumbers for the Master and Replica.

Important! The Replica server you enter here is the only Replica server
that can participate in the switchover process. Even if you will later add to
the scenario additional Replica servers, they will not be able to become the
active server after switchover.
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Notes:

- If either server is a MSCS cluster, enter the Virtual Server Name or IP
address as the Master and/or Replica name (instead of the physical
node's name/IP).

- If you want to include more than one Replica in the scenario, enter
here the details of the first or most upstream Replica. After you
finished the scenario creation, manually enter the other Replicas, as
described on Add Additional Replica Servers (see page 105).

m The Assessment Mode check box - verify that it is NOT selected.

m  The Verify CA XOsoft Engine on Hosts check box - select this check
box if you want the system to verify whether Engines are installed and
running on the Master and Replica hosts you specified in this page. If
Engines are not installed on the selected hosts, you can use this option
to remotely install the Engines on one or both hosts.

After you selected the desired options, click Next. The Master
Configuration page opens.

&9 Scenario Creation Wizard E‘
Master Configuration
XOsoft Manager I
Auto-discovery result for M5 Exchange Server on host 172.16.95.2 are listed below. By default all databases will be
replicated. To remove specific databases from replication uncheck the comesponding check box.
+ Welcome
< bmirEr 1o Database Full Path
" Scenario Setup F =1, Microsoft Exchange Server
+ Hosts 13 =5 QAIS-W2K3-EX1
B Master Corfiguration F =8 InformationStore
s P F =& First Storage Group
CENano Froperies
B 3 Log File Path [23) C:/Program Files/Exchsrvrimdbdata
Hosts Properties 5 System Path [23) C/Program Files/Exchsrvrimdbdata
Switchover Properties (=) Mailbox Store (QAI5S-W2K3-
Scenario Verification [£) EDE File Path [Bl Cu/Program Files/Exchsrvrimdbdatalprivl.edb
Run S io ) STM File Path [Bl Cu/Program Files/Exchsrvrimdbdatalprivl.stm
=I5 Public Folder Store (QAS5-..
o ile Patf :Program Files/Exchsrvr/ ata/pul
EDE File Path C:iP Files/Exchsrvrimdbdata/pub edb
&) STM File Path [E] C:/Program Files/Exchsrer/mdbdata/publ.stm

Back Next Finish Cancel
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CA XOsoft auto-discovery component automatically displays the Exchange
databases that are on the Master server. These are the databases that can
be replicated and protected.

7. By default, all the discovered databases are selected and all will be
replicated. You can exclude any of these storage groups from replication
by clearing their check boxes.

[For Exchange 2007 with Outlook 2003 support, Exchange 2003 and
earlier] Important! When selecting Exchange Storage Groups for
replication, you must include at least one Public Folder for replication.

8. Click Next. The Replica Configuration page opens.

#9 Scenario Creation Wizard

XOsoft Manager Replica 172.16.95.3 Configuration
-

Master and Replica M5 Exchange Storage Groups must be identical. MS Exchange on the Replica will be automatically configured
according to the Master's settings.

®

+ Welcome
paidoclve Master L Relica Action
% Scenario Setup = § QAS5-W2ZK3-EX1 (Master) = § 0A95W2K3-EX2 (Replica) |
" Hosts (= gi# First Storage Group (= g# First Storage Group Keep
 Master Corfiguration (FMailber Store {RAI5-W2K3-EX1) #Maibor Store (@A, Keep

\fq Public Folder Store (2

B Replica Corflquration WaK3-EX1) (£aPublic Folder Stor... Keep

Scenano Properties

Hosts Properties
Switchover Properties
Scenario Verification

Run Scenario

Master and Replica Exchange configurations are identical.

[ Back ) Next [ Finish [ Cancel |

CA XOsoft auto-configuration component verifies that the Exchange Server
configuration on the Master and Replica servers will be identical during the
replication procedure. This means that if there are discrepancies, CA
XOsoft will perform the required actions, including: deleting storage
groups, public folders or mailbox stores from the Replica, create new ones
and make modifications to existing ones. The actions that will be
performed during the configuration process are indicated in the Action
column on the right.
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Note: The actions that can be performed in the auto-configuration process
are as follows:

m Create - a new, storage group, public folder or mailbox store will be
created.

m  Keep - the existing storage items will remain the same.
m  Remove - the existing storage items store will be deleted.

m  Update - the existing storage items will remain, but its location will be
changed.

9. Review the changes that will occur during the automatic configuration on
the Replica Exchange Server, and make sure you want them to be
performed.

Note: If a Remove action is indicated, make sure that you are ready to
delete the specified storage item since it does not have an automatic
backup. If you want to save it in a different location before deletion, click
the Finish button to exit the wizard.

10. Click Next to start the Replica configuration process. The Scenario
Properties page opens.

@ Scenario Creation Wizard El
Scenario Properties
XOsoft Manager
The scenario properties are corfigured here. You can also corffigure these properties after the completion of the wizard
steps.
The recommended default values are alrsady lited. Befors changing thess valuss, plesse referto ths CA XOsoft r12 User
« Welcome Gudz
+ Product Type Property Value
¥ Scenario Setup &%) General
W Hosts &) Replication
& Master Configuration &) Event Notification
P Scenario Propeties =& Report Handling

Hosts Properties

Switchover Properties
Scenario Verification
Run Scenario

[ Bk [ Mea [ Ewieh ][ Cered ]

The Scenario Properties page enables you to configure the scenario
properties that affect the entire scenario. Typically, the default values are
sufficient.

If you want to configure the scenario properties at this stage, refer to
Understanding Scenario Properties (see page 138). To configure the
scenario properties at a later stage, refer to Configuring Scenario
Properties (see page 137).
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11. Click Next. The Master and Replica Properties page opens.

(@ Scenario Creation Wizard

XOsoft Manager

+ Welcome
+ Product Type
+ Scenario Setup
" Hosts
" Master Corfiguration
« Scenario Froperties
P Hosts Properties
Switchover Propstties
Scenario Verification
Run Scenario

£

Master and Replica Properties

The Master and Replica propetics are configured here. You can alse corfigure these properties after the completion of the

wizard sieps

The recommended default values are already listed. Before changing these values, please refer to the CA XOsoft r12 User Guide

Master Properties
®E)Host Connection
=) Replication

=& Spool

B Event Notification
=& Reports

Value Replica Properties
®E) Host Connection
=8 Replication

BB Spool

#8) Recovery

8] Scheduled Tasks
&) Event Notification
2@ Reports

Valug

Back Next Finish Cancel

The Master and Replica Properties page enables you to configure the
properties that are related to either the Master or Replica host. Typically,
the default values are sufficient.

If you want to configure the Master and Replica properties at this stage,
refer to Setting Master and Replica Properties (see page 163). To configure

the Master and Replica properties at a later stage, refer to Configuring

Master or Replica Server Properties (see page 164).

Note: You can modify all the settings in this pane after the scenario is
created. However, before changing any Spool properties (which can be
configured here), review the Spool information (see page 167) for

configuration details.
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12. Once you are satisfied with the Master and Replica properties, click Next.

The Switchover Properties page opens.

@ Scenario Creation Wizard El

Switchover Properti
XOsoft Manager over Properties

Switchover properties will be corfigured in this step. The recommended default values are listed below. Referto the User Guide
before modifying the cument settings.

4+ Welcome
7 Hewi e Property Value
p - LOECTD ) Switchover
s =8 Hosts
" Master Corfiguration @ MNetwork Traffic Redirection
" Scenario Properties @ Is Alive
4 Hosts Properties @DB Management
P iSwilchover Properies : E&) Action upon Success
Scenario Verification
Run Scenario

Back Mext Finish Cancel

The Switchover Properties page allows you to modify switchover
parameters. As with the prior steps, no changes are required.

If you want to configure the switchover properties at this stage, refer to
Understanding High Availability Properties (see page 223). To configure
the switchover properties at a later stage, refer to Configuring High
Availability Properties (see page 221).

Note: If you plan to use automatic switchover, note that the Is Alive
Timeout (sec) property controls how long to wait after a failure is
detected before triggering a switchover. The default is 300 seconds. For
more information see Is Alive (see page 229).
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13.

14.

Click Next. The Switchover and Reverse Replication Initiation page
opens.

@) Scenario Creation Wizard gl
Switchover and Reverse Replication Initiation
- XOsoft Manager
The properties below cortrol automatic switchover and automatic reverse replication.
4 Welcome
4+ Product Type
%" Scenario Setup Switchover Initiation
& Hosts A switchover can be initiated automatically f the Master server is down or database failure detected. It can also be

e manualy initiated by the administrator. In both casss, a notfication msssage is provided when  faiure is dstected

O Switchover automatically

«

« Scenario Properties
+ Hosts Properties

b

Switchover Properties
O Switchover manually
Scenario Verification

Run Scenario

Reverse Replication Initiation
After a switchover, the scenario stops. Then, replication in the reverse direction can be initisted. sither automatically
or manually

O Start automaticaly

O Start manualty

It is not recommended to set both of these options to automatic in a production environmert

[ Bak | Finish Cancel

The Switchover and Reverse Replication Initiation page enables you
to define how the switchover and the reverse (backward) replication
scenario will be initiated: either automatically by CA XOsoft HA, or
manually by you once a failure is detected.

Note: Automatic Switchover and Run Reverse Replication Scenario

Automatic switchover is in all ways identical to manual switchover
performed by the administrator. Automatic switchover is triggered by a
resource failure on the Master server rather than by an administrator who
manually initiating the switchover. Server ping response, application
service status and database connectivity are routinely tested. The timeout
parameters are configurable, as described on the Is Alive (see page 229).

When Reverse Replication Initiation is set to Start automatically, CA
XOsoft HA will automatically run a reverse scenario during switchover -
thus saving the need for a resynchronization when running the "backward"
scenario. Note that the reverse scenario can only run automatically if the
Master server was online during switchover.

For each switchover property, select one of the available options:
m  Switchover: either automatically or manually.
m  Reverse Replication: either automatically or manually.

Important! We advise you against setting both of these options to
automatic in a production environment. While these options are
individually beneficial, it is best practice to set only one of these options to
automatic.
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15.

16.

Click Next. A notification message appears informing you that CA XOsoft
HA verifies the validity of the new scenario and checks many different
parameters between the Master and Replica servers to ensure a successful
switchover.

Note: Numerous checks are performed at this stage. Broadly, they fall into
three categories:

m  Consistency checks - ensuring that the situation is as expected, that
network resources point to the current Master (active) server, that the
application is not active on the standby server, that there are not any
conflicting configurations, etc. This is the largest category.

m  Permission checks - verifying that the Engine log on account has the
authority to make changes, especially if DNS redirection is used.

m Application-specific tests - for Exchange, SQL or Oracle, these tests
include verifying that configurations of the active and standby server
installations are compatible, ensuring that services that must run are
running, checking that Active Directory configuration is correct, etc.

Once the verification is completed the Scenario Verification page opens.

(‘:.‘0:1) Scenario Creation Wizard El

Scenario Verificati
XOsoft Manager ario ication

The system automatically verfies the scenario seftings to help ensure proper operation.

Ary ermors must be resolved before cortinuing. bt is also strongly recommended that all wamings be resolved. f continuing

with waming. ensure their potential impact is fully understood. After making any necessary changes, click Retry to repeat

the scenario verfication

" Welcome

% Product Type

< Scenario Setup Scenario created and verified successfully.
" Hosts

<+ Master Configuration

+" Scenario Properties

" Hosts Properties

+" Switchover Properties
I Scenario Verification
Run Scenario

Back ] Mext Finish Cancel
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17. If the scenario was not set up correctly, or problems occurred in the
participating hosts or the connection between the CA XOsoft components,
the Verification Results dialog opens, listing all the errors and warnings

detected:

@ Verification Results |Z”E| El

ERROR: Database 'Mailbox Store (QA95-W2K3-EX2)' in Storage Group 'First Storage Group' on host '
ERROR: Database 'Public Folder Store (QASD-W2R3-EX2)' in Storage Group 'First Storage Group® om !

ERROR: Unable to run scenario.

3 ' >
Property Value Property Value
= B Master (Stand by) 172.16.95.2 = B Replica (Acti__ 172.16 953
E@Summary E@Summary

B@Ne«',\'orkha =)= Exchange Down {Database Mailb
[Hons Points to Replica [s]Sec... Comect

=E Bxchange  Down (Service SMTPSVC @Syﬂem Inf._.
[ Secunt... Comect ®ENCA XOsoft...
[5 Exchan Assigned to Replica @Nelwrk C...

=) System Infor... #/E Exchange... Managed by CA XO...
CA XOsoft E___
) Network Co...
) Exchange S... Managed by CA XOso...

Advanced << Cancel

m If any errors are displayed, you cannot run the scenario. These errors
must be corrected before you can start the synchronization, replication
and HA processes.

m If only warnings are displayed, you can run the scenario by clicking the
Run button. However, it is important that you consider the warning
carefully since they indicate conditions that are known to potentially
cause problems with replication or switchover.

Note: The Advanced button opens an additional pane with detailed
information about the checks performed to help diagnose problems. It is
intended to help you resolve any issues encountered in running the
software. You can also contact Technical Support for further assistance.
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18. When no errors or warnings are reported, once the verification is
completed the Scenario Verification page opens.

@ Scenario Creation Wizard

XOsoft Manager

« Welcome
% Product Type
4 Scenario Setup
4 Hosts
+" Master Configuration

Scenario Verification
The system automatically verfies the scenario settings to help ensurs proper operation.
Any emors must be resolved before continuing. t is also strongly recommended that all wamings be resalved. f continuing
with waming. ensure their potential impact is fully understood. After making any necessary changes. click Retry to repeat
the scenario verfication

Scenario created and verified successfully.

+" Scenario Properties

4" Hosts Properties

+" Switchover Properties
I Scenaric Verification
Run Scenario

Back [ Mew [ Finish ][ Cemcel ]

19. When the scenario is verified successfully, click Next to continue.

The Scenario Run page opens.

) Scenario Creation Wizard

XOsoft Manager

+ Welcome

+ Product Type

+ Scenario Setup
« Hosts

Scenario Run
The scenario has been configured and is ready to run. Press Run Now to start the scenario. Initial data synchronization will start automatically after
pressing the Run Now button. To run scenario later press the Finish button.

Scenario '"MS Exchange HA' is ready to run

« Master Configuration Product type HA
w# Seemaio Propeties ST Exchange
" Hosts Properties
Integrity Testing for Assured Recove Off
 Swichaver Froperies DL Y
+ Scenario Verification Replication mode Online
P Run Scenario
Master
Name 172.16.95.2

Spool size (MB)

Infinite

Spool path [INSTALLDIRAmp/spool]
Replica

Name 17216.95.3

Spoaol size (MB) Infinite

Spool path [INSTALLDIR/tmpispool]

Master Root Directories Replica Root Directories

cprogram files/exchsrvr/mdbdata - c/program files/exchsrvr mdbdata

Back Bun Now Einish Cancel
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20. The scenario configuration is now completed and you are prompted to run
it. Running the scenario starts the data synchronization process, following
by replication and is alive checks.

m To finish the scenario creation and run it later, select Finish.
m To run the scenario, click Run Now.

21. The synchronization process starts. Synchronization may take a while
depending on database size and network bandwidth between the Master
and Replica. You will receive the following message in the Event pane
when synchronization is complete: All modifications during
synchronization period are replicated.

From this point, real-time replication occurs and the High Availability
solution is active:

@) CA XOsoft Manager 130.119.186.172:8088 [BEE

s Events View Tools Help

& 0B8R = B8 L NEd b

3 opview [ Sepshot view § Remoterstllerontor & Host

DR

Home Cranged Synchronzed H

SBi7216%52 | 3UE5KE 30310 El
=172.1685.3 I 365K 230318

el Editing DR

Hoss Cranged [ —
EB17216952 | |

17216953
b WS Exchange HA Running HA
Hests | Changes
BB 17216952 [ EAELLE] 23
S 216553 I s13mE 280308

13 Root Directories ) Properties (F High Avalability Propertes g, Statistics

Events v rX
Host/Scenario o]
2 x ©2/19/2008 3:54:20 PM Al modifications during synchronization period are replicated

SR00120 A Significant .16.95. 1/2/19/2008 3:54:17 PM Synchronization finished

1RD0115 4 o 2/19/2008 35417 P »

SR00357 A sigificant 16,95 - (92/19/2008 3:53:58 PM Service RESvC is in manual mode: it wil be run automatically

SR00357 A Significant 16,95 (92/19/2008 3:53:58 PM Service SMTPSVC is in manual mode: it will be run automatically

SR00357 A significant 16,95 12/19/2008 3:53:57 PM Service MSExchangeMTA is in manual it will be run automatically

SR00357 A Significant 16,95 2/19/2008 3:53.57 PM Service MSExchangelS is in manual mode: it will be run automatically

SR00357 4 significant .16.95. 12/19/2008 3:53:57 PM Service MSExchangeSA is in manual mode: it will be run automatically

1M00405 4 info 2/19/2008 35114 P Pesting Synchronization report created at 012/19/08 15:54117 to Repotts

SRO0139 3 Significant %172.16.95.2 (2/19/2008 3:50:36 PM. ‘Starting Block i @ )

SR00408 A significant 16 )2/19/2008 3:50:36 PM Scenario MS Exchange HA autorun successful o

aoni0s s 1 1e it

[uwanisvncra Exchance Server Oos Guide (+1P).doc - Microsaft Word b
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Switchover

Switchover is the process of changing roles between the Master and Replica,
meaning making the Master server the standby server, and the Replica server
the active server.

Switchover can be triggered automatically by CA XOsoft HA when it detects
that the Master is unavailable. Alternatively, CA XOsoft HA can simply alert you
to the problem, and then you can manually initiate switchover from the CA
XOsoft Manager.

During the creation of HA scenario, you define how you want the switchover to
be initiated. If you selected in the Switchover and Reverse Replication
Initiation page the Initiate Switchover manually option, you need to
perform a manual switchover. However, if you selected the Initiate
Switchover automatically option, you can still perform a manual switchover,
even if the Master is alive. You can initiate switchover when, for example, you
want to test your system, or you want to use the Replica server to continue
the application service while some form of maintenance is performed on the
Master server.

If you choose to initiate switchover automatically, after the Master is
considered to be down, CA XOsoft HA automatically tries to restore the
services and databases on it to their active state. First, CA XOsoft HA tries to
restart the Exchange services that it previously checked. If the services are
running, it then tries to mount the databases. If all attempts failed, CA XOsoft
HA initiates a switchover. These attempts to restore the services and
databases are not performed if the switchover is initiated manually.
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Note: The Exchange services that are checked and managed by CA XOsoft are
as follows -

Exchange 2003:

m  Microsoft Exchange System Attendant
m  Microsoft Exchange Information Store
m  Microsoft Exchange MTA Stacks

m  Simple Mail Transport Protocol (SMTP)

] Microsoft Exchange Routing Engine

The following services are managed only if they are in automatic
startup mode before the scenario is initiated:

m  Microsoft Exchange POP3

m  Microsoft Exchange IMAP4

m  Microsoft Exchange Management

m  Microsoft Exchange Site Replication Service
Exchange 2007:
m  Microsoft Exchange Information Store

m  Microsoft Exchange Search Indexer

Once triggered, whether manually or automatically, the switchover process
itself is fully automated.

To initiate switchover

1.

Open the Manager and select the desired scenario from the Scenario pane.
Verify it is running.

Click on the Perform Switchover button, or select from the Tools menu
the Perform Switchover option.

Scenaric Edit Events View Tools Help

6 Ca () B | @G5 2 e [T | e [ 00 2 B W -

& Scenario View 3 CDP View @ thl;geri:curm Sv.'itn:h?".'er ote Installer Monitor

Scenario view

A confirmation message appears:

CA XODsoft Manager - @130.119.185.154:8088

\?{) Are you sure you want to perform Switchowver?

[ fes l [ Mo
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Click OK on the Perform Switchover confirmation message. This
procedure initiates a switchover from the Master server to the Replica
server.

Detailed information about the switchover processes is located in the
Events pane during switchover.

After the switchover is completed the scenario stops.

5 172.16.71.140
- 172.16.71.141

Note: The only case in which the scenario may continue to run after
switchover is when automatic reverse replication is defined as Start
automatically.

In the Event pane a message appears, informing you that Switchover
completed, and then that the Scenario has stopped.

Now, the original Master becomes the Replica and the original Replica
becomes the Master.
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Switchback

After a switchover was initiated, whether manually or automatically, at some
point you will want to reverse back the server roles, and make the original
Master the active server again and the Replica the standby server. Before you
switch back the roles between them, if you want the data on the active server,
meaning the original Replica, to overwrite the data on the standby server, you
need to run a reverse scenario (also called "backward scenario").

During the creation of the HA scenario, you defined how you want the reverse
scenario to be initiated. If you selected in the Switchover and Reverse
Replication Initiation page the Initiate Reverse Replication
automatically option, replication in the reverse direction (from Replica to
Master) will automatically begin after a switchover, once the original Master
will become available. However, if you selected the Initiate Reverse
Replication manually option, you need to perform a manual switchback. If
the manual option is selected and you will not initiate a manual switchback, a
resynchronization of the data from Replica to Master will have to be performed,
even after a test of clean switchover without an actual Master failure.

Note: After a switchover, in certain circumstances you may want to switch the
Master and Replica roles without overwriting the original Master data with the
Replica data. To perform this, use the Recover Active Server (see page 215)
option.

To initiate switchback

1. Ensure that both Master and Replica servers are available on the network
and that the CA XOsoft Engine is running.

2. Open the Manager and select the desired scenario from the Scenario pane.

3. [Skip this step if the backward scenario is already running, and move to
step 7.]
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If the backward scenario is not running, select the Run button to start the
scenario. CA XOsoft HA detects that a switchover has occurred, verify its
state and configuration, and prompts you to approve the running of the
backward scenario.

@) Verification Results

Are you sure you want to rum scenario 'Backward MS Exchange HR '?

Property Valus A Property Walus
= B Master (Stand by) 172.16.71.140 = B Replica (Active) 172.16.71.141
=) Summary =) Summary
2 Network tra. . =[] Exchange Up
E| ] Puoints to Replica E| Security attrib... Comect
[z Exchange  Down {Service SMTPSV #) System Information
[z Securt... Comect ®ENCA XOsoft Engine. ..
[=] Exchan... Aszsigned to Replica @ Network Configur...
@) System Infor... ) Exchange Server ... Managed by CA XO...
Bl CA XOsoft E...
[ Network Co...
[ L = S S PTRRPPRVNEL &
< >
’ Advanced << ] [ Run ] ’ Cancel ]

Note: The Advanced button opens an additional pane with detailed
information about the hosts that participate in the scenario.

4. Click the Run button to start the backward scenario.

The Run dialog opens.

=0 Run E|

CAXDsoft wll start replication after the synchronization process is
completed.

Synchronization Method

) File synchronization

Best suited for & large number of small files
(%) Block synchronization

Best suited for large files

[] lgnare same sizeAime files

[ Skip Synchronization

QK l [ Cancel
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5. For MS Exchange, select Block Synchronization, and click OK. The
resynchronization starts.

Scenari

Wait until the resynchronization is completed.

6. Once the resynchronization is completed, you receive the following
message in the Event pane: All modifications during synchronization
period are replicated. Then, replication from the active server to the
standby server starts.
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Now, you can reverse back the roles between the Master and Replica
servers. To reverse the roles, while the backward scenario is running, click

the Perform Switchover _ﬁi button, or select the Perform Switchover
option from the Tools menu.

A confirmation message opens.

CA X0Osoft Manager 130.119.186.172:8088

\p Are you sure you want to perform Switchover?

i fes i [ Mo ]

Click Yes on the Perform Switchover confirmation dialog. This procedure
initiates a switchback from the original Replica server to the Master server.

o Statistics

After the switchback is completed, and the server roles are reversed back,
the scenario automatically stops.

Synchronized

B 17216 71.140
1721671141

Now, you can run again the scenario in its original (forward) state.
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Recover Active Server Using the Manager

In certain circumstances, it may be necessary to intentionally make the Master
or Replica server the active server without completing the synchronization
process. This may happen when, for example, a switchover occurred but no
data was changed on the Replica server, and you might even have newer data
on the Master server. In this case, it is undesirable to synchronize data from
the Replica to the Master server. CA XOsoft allows you to manually select the
active server option through a process called Recover Active Server.

Important! While this option is the right choice in certain situations, use it
with caution. If used improperly, data loss can occur. Normally, CA XOsoft will
not allow switchover from one host to another until all data is synchronized. It
is designed this way so users are not redirected to an out-of-date data set,
which then overwrites what may be a more current data set. When using the
Recover Active Server option, CA XOsoft is redirecting users to one server or
the other with no regard as to which server has the correct data set. Thus, as
an administrator, you must manually ensure that the server you are making
active has the most up-to-date data set.

To recover active server

1. On the Scenario pane, select the scenario whose active server you want to
recover and stop it.

2. From the Tools menu, select the Recover Active Server option.

CA XOsoft verifies which host is currently the active one, and presents the
results in the Recover Active Server dialog.

#9 Recover Active Server

Currently host 172.16.71.141 is active, host 172.16.71.140 is stand-by.
To make Master or Replica active, press the corresponding button below.

Property Value Property Value
= B Master (Stand-by) 172.16.71.140 = B Replica (Acti... 172.16.71.141
B@ Summary B@ Summary
= Network tra = [=] Exchange Up
Elons Points to Replica [ Sec.. Comect
aE Exchange  Down {Service 'SMTPSVC... @ System Inf ...
[ Securt... Comect = E) CA XOsoft....
[z Exchan... Assigned to Replica @] Network C...
# ) System Infor... #) Exchange... Managed by CA XO...
@ CA XOsoft E...
3 Network Co...
# ) Exchange 5... Managed by CA XOso...

Make Master Active ] [ Make Replica Active I [ Cancel
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3. Click either the Make Master Active or Make Replica Active button,
depending on which server you want to have the active role.

Messages appear in the Event pane, informing you that one of the server
becomes active while the other becomes inactive. Now, the host you
selected becomes the active server, and users are directed to it.

Important! In a disaster situation, if a standard switchover occurs and users
are redirected to the Replica server for any period of time, it is important to
replicate all changes that occurred on the Replica back to the Master, before
making the Master server active again. Using the Recover Active Server
option in such a situation, may result in loss of data.

Recover Active Server from Outside the Manager

If the switchover process does not complete correctly for some reason, and
using the Recover Active Server option from the Manager does not resolve the
issue

m  First, perform the Recover Active Server procedure. For more information,
refer to the topic, Recover Active Server.

m  If the Recover Active Server procedure does not resolve the issue, try one
or more of the following manual tasks appropriate to the redirection
method you use:

- If IP Redirection is used, manually remove the IP. You cannot use this
method for scenarios that do not support Move IP redirection (Hyper-V
HA, CS HA). For more information, refer to the topic, Manually Recover
a Failed Server when IP Redirection is used.

- If Switch Computer Name Redirection is used, manually switch the
names. You cannot use this method for scenarios that do not support
Switch Computer Name Redirection (Hyper-V HA, Exchange HA,
vCenter HA if Oracle is used). For more information, refer to the topic,
Manually Recover a Failed Server when Switch Computer Name
Redirection is used.

If both IP and Switch Computer Name Redirection methods are used, manually
remove the IP and switch the computer names. You cannot use this method
for scenarios that do not support Move IP and Switch Computer Name
redirection (Exchange, CS HA). For more information, refer to the topic,
Manually Recover a Failed Server - IP and Switch Computer Name is used.
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Manually Recover a Failed Server - Move IP Address

To recover a failed server when Move IP redirection is used

1.

2
3.
4

Boot the Master server without a network connection, to avoid IP conficts.
From the TCP/IP Properties dialog, remove the additional IP address.
Reboot the Master server, and reconnect to the network.

If the HA scenario is not already running, start the scenario from the CA
XOsoft Manager by clicking the Run button.

If the Run Reverse Replication Scenario after Switchover property
was set to On, the scenario runs in backward mode so that the Replica
server is now active and the Master server is on standby.

Wait for synchronization to complete.

To return the active role to the Master server, perform a manual
switchover by clicking the Perform Switchover button on the Standard
toolbar.

Note: We recommend that you perform the manual switchover outside of
normal business hours.
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Manually Recover a Failed Server-Switch Computer Name

To manually recover a failed server when the Switch Computer Name
redirection method is used

1.

Boot the Master server without a network connection, to avoid duplicate
network names.

Rename the server to <NewServerName>-XO, and move it to a temporary
workgroup.

For example, if the server is called "Serverl", rename it to "Server1-XQO".
You are required to reboot this machine.

After the reboot completes, the following error appears: "At least one
Service could not be started." Ignore this, it is normal under these
circumstances because the CA XOsoft Engine usually runs in a domain
account.

Connect to the network.

Rejoin the domain, ensuring that you use the -XO name assigned in step
2.

Reboot the computer.

If the HA scenario is not already running, start the scenario from the CA
XOsoft Manager by clicking the Run button on the Standard toolbar.

If the Run Reverse Replication Scenario after Switchover property
was set to On, the scenario runs in backward mode so that the Replica
server is now active and the Master server is on standby.

Wait for synchronization to complete.

To return the active role to the Master server, perform a manual
switchover by clicking the Perform Switchover button on the Standard
toolbar.

Note: We recommend that you perform the manual switchover outside of
normal business hours.
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Manually Recover Failed Server-IP and Switch Name

To manually recover a failed server when both IP and Switch
Computer Name Redirection are used

1.

Repair any hardware problems that could have caused the switchover, if
any.

Reboot the server without a network connection to prevent IP conflicts.
From the TCP/IP Properties dialog, remove the additional IP address.

From the System Properties, Computer Name dialog, change the Computer
Name to <ServerName>-XO. For example, if your server is called Server
3, rename it to Server 3-XO.

Assign the server to a temporary workgroup.

Restart the computer to enable your changes to take effect. When
rebooting completes, reconnect to the network now. Ignore the message,
"At least one service failed during system startup." This is nhormal because
the CA XOsoft Engine runs in a domain, which is not currently available.

Rejoin the domain, making sure you use the -XO name, and reboot again.

The reverse scenario begins and the Replica server assumes the active
role. Wait while synchronization completes.

Perform a manual switchover by clicking the Perform Switchover button
from the toolbar, to return the active role to the Master server.
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Chapter 11: Setting High Availability
Properties

This section describes how to configure High Availability properties, and
provides a list of the HA properties, their corresponding values, and an
explanation of each property.

Note: These options are available only to those who are licensed for High
Availability.

Some properties apply only to certain server types (e.g., Exchange, SQL, etc.).
For more information, see the specific Operations Guide.

This section contains the following topics:

Configuring High Availability Properties (see page 221)
Understanding High Availability Properties (see page 223)
Move IP Redirection (see page 233)

Configuring High Availability Properties

The HA property values determine the entire scenario's default behavior
concerning network traffic redirection method, database management, and
more.

Notes:

m  The Properties pane and its tabs (Root Directories, Properties, Statistics)
are context sensitive, and change whenever you select a different node
from a scenario folder.

m  To configure scenario properties, the scenario must be stopped.

To set scenario properties

1. On the Scenario pane, select the HA scenario whose properties you want to
configure.

2. On the Framework pane on the left, select the High Availability Properties
tab.
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The High Availability Properties list opens.

;g High Awvailability Properties - 3 X
Froperty Value

BE) Switchover

BE) Hosts

EE Network Traffic Redirection

=E Is Alive

DB Management

A[:liun upon Success

(2 Root Directeries | &l Properties | High Availability Properties |

Note: A running scenario has a gray background, and scenarios that are
not running have a white background.

If the scenario is running, click the Stop Q button on the toolbar. The
scenario is stopped.

On the Scenario Properties list, open the desired group, select the required
property, and select or enter the appropriate values. Some values can be
manually entered in an edit box field, while others can be selected from a
combo box by clicking the default value.

After you set the required properties, click the Save button on the

Standard toolbar to save and apply your changes.
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Understanding High Availability Properties

This section lists the High Availability properties, corresponding values, and
provides an explanation of each property. It also explains the Active and
Standby host concepts.

Active and Standby Hosts

In an initial scenario, the Master is the active computer, and the Replica is the
standby computer. The standby computer is continuously checking the state of
the active one, to decide whether to become active computer.

The first time a switchover occurs, the Replica that was on standby becomes
the active computer, and the Master reverts to a standby mode (assuming it is
still operational). When the Master (now the 'standby') is ready, a switchback
process can be initiated where the Master again becomes active, and the
Replica returns to its previous standby and monitoring role.
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Switchover Properties

Hosts

The system continuously checks for a switchover situation (as defined in the Is
Alive properties (see page 229)), and informs the user according to the defined
notification settings. When the system detects a switchover situation, the
Perform Switchover Automatically option is checked to determine if there
should be an automatic switchover, or only a notification of the situation. In
the latter case, switchover may be triggered with the Perform Switchover
menu command or toolbar button.

Switchover Hosthame

Enter the hostname/IP address of the Replica host to which the Master
switches. You can choose only one Replica.

Any time this Name/IP, or Master's Name/IP, is changed, all the switchover
properties are reset to their default values.

Perform Switchover Automatically

When this option is On, switchover is initiated automatically if the Master
server is down or database failure detected.

Run Reverse Replication Scenario after Switchover

After a switchover, this option determines whether replication in the
reverse direction would begin automatically.

When set to On, CA XOsoft verifies that the data integrity is kept. If the
data is found to be consistent, re-synchronization is avoided and the
backward scenario is initiated. However, in DB scenarios when this option
is set to On, the reverse replication starts in a suspended state. It is
unsuspended only after the database on the Active server has passed all
tests typically performed in the Check DB properties in the Is Alive
properties.

Master Fully Qualified Name

Enter the fully qualified name of the Master host.
Replica Fully Qualified Name

Enter the fully qualified name of the Replica host.
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Redirection

There are four redirection methods:
® Move IP

= Redirect DNS

m  Switch Computer Name

m  User-defined scripts

Move IP:

During switchover, the switchover IP(s) are released on the active host
and added to the standby host. This redirection method is applicable only
when both the Master server and the Replica server are on the same IP
subnet.

Choosing Off or On affects the available options in the Check With for a
Send ping request. Refer to Is Alive (see page 229).

Add IP/Mask

Enter IPs for the active computer that will be moved to the standby
computer during switchover. The Master IP address defined in the
Master Properties must be different than the IPs entered here.

To add IP/Mask

1. Click the tree entry: Click here to add new IP/Mask.
The IP Address dialog appears.

2. Enter the relevant IP/Mask data in the dialog and click OK.

A new entry is added to the list, and a nhew row opens for another
IP/Mask. Enter as many entries as you require.

Notes:

m The Master IP address on the Properties tab under Host
Connection (the Master IP that was entered in the Scenario
Creation Wizard), must NOT be one of the IPs included in this list.

m If the Move IP or the Redirect DNS property is set to On, CA
XOsoft turns off the dynamic DNS registration for the Master. (The
checkbox "Register this connection's addresses in DNS" in the
Advanced TCP/IP Settings dialog is cleared).

Chapter 11: Sefting High Availability Properties 225



Understanding High Availability Properties

Redirect DNS:

During the switchover, the A-record of the Master Server will be updated.
This redirection option is applicable when the Master and the Replica are
located on a different IP subnet or on the same subnet.

If the Move IP or the Redirect DNS property is set to On, CA XOsoft
turns off the dynamic DNS registration for the Master. (The checkbox
Register this connection's addresses in DNS in the Advanced
TCP/IP Settings dialog is cleared).

DNS Server IPs

Enter IPs of DNS servers to update. CA XOsoft HA tries to update all
servers listed. However, switchover is considered successful even if
only one update is successful.

To enter the value, click the tree entry: Click here to add new IP.
DNS TTL

Enter number of seconds for DNS Time-To-Live. This value is changed
in the DNS Server for the A-record that is updated.

Active Directory Integrated

Specify if DNS is an Active Directory Integrated. If the Master DNS is
on a Windows platform and integrated with Active Directory, set this
option to On.

DNS Key Filename (full path)

Enter the full path of the file containing the DNS secure key. This field
appears only when AD Integrated is Off.

Master/Replica IPs in DNS
Enter the Master/Replica IPs in its DNS server.

The Master's DNS record is updated during every switchover: in the
switchover from Master to Replica, the addresses in the Master's DNS
record are replaced by the addresses of the Replica. In the switch back
from Replica to Master, the addresses are restored to the original
values.

To enter the value, click the tree entry: Click here to add new IP.
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Switch Computer Name

[Not for Exchange] This redirection option is applicable when clients use
NetBIOS name resolution for their connections with the Master. If the
hostname and the NetBIOS name are not the same, this option cannot be
used.

During the switchover, the Replica computer is renamed to the Master
computer name and the Master computer is renamed to a temporary name
(if the Master server is alive). During the switchback, the names are
restored. Both the hostname and the NetBIOS name are changed.

Important! If you will be redirecting File Shares, in which clients connect
to via the Master server name, Switch Computer Name must be
enabled. For example, if the Master server's name is fsO1 and clients
connect to \\fsO1\sharename or \\fsO1l.domain.com\sharename, then you
must use the Switch Computer Name method. We also recommend
enabling one other method as well. The most common method is to use
both DNS Redirection and Switch Computer Name.

When you use the Switch Computer Name redirection method on
Windows 2008 systems, a reboot is required after switchover and
switchback. We recommend setting the Reboot After Switchover and
Switchback property to On when using this method.

Master Computer Name

NetBIOS name of the Master computer. This name cannot be modified
here.

Replica Computer Name

NetBIOS name of the Replica computer. This name cannot be modified
here.

Reboot after Switchover and Switchback

After a switchover and a switchback, if this option is set to On, both
Master and Replica computers are rebooted.

User Defined Scripts
This option allows the standard redirection methods to be enhanced or
replaced by actions that are invoked by user-defined scripts.

Important! When using scripts, each script must reside in the same path and
with the same name on both the Master and the Replica.
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Active to Standby Redirection Script

Script Name

Enter the name and full path of script to be run on the active
computer, if it is alive, in order to redirect clients to the standby
computer or release network resources on active host.

Arguments

Arguments to be passed to the script specified in the previous
property. Argument values must be static.

Note: The Active to Standby Redirection Script is also automatically
executed when the HA scenario starts running. At this stage, the script
runs on the standby Replica.

Standby to Active Redirection Script

Script Name

Enter the name and full path of script to be run on the standby host, in
order to redirect clients to it or add network resource.

Arguments

Arguments to be passed to the script specified in the previous
property. Argument values must be static.

Identify Network Traffic Direction Script

Required to fully support custom redirection methods. The custom
scripts entered here are used to identify the active server. The Engine
assumes that:

m If the script was executed on the host is returning 0, then the host
is active (has all network resources on it or users directed to this
host)

m If the script is returning a non-zero value, then the host is inactive
(all or some of the network resources are absent, or users are not
directed to this host).

Script Name

Enter the name and full path of script to be run. This script determines
if the Forward or Backward scenario will run when the scenario is
started. The script runs on both Master and Replica: the one that
returns zero is active. If both return the same value, a conflict is
reported.

Arguments

Arguments to be passed to the script specified in the previous
property. Argument values must be static.
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Is Alive

CA XOsoft continuously checks to see if the active host is up (according to
Send ping request, Connect to DB, or User-Defined Script method, see below).
These checks are made in scheduled intervals according to the Heartbeat
Frequency.

Checking the status is interpreted as follows:

m  If there is an indication that the active computer is OK (alive), no new
action is taken, and the system continues to check according to the
scheduled intervals of the Heartbeat Frequency.

m  If there is an indication that the active computer is not OK (is not alive),
the active computer is checked again at the next Heartbeat timeout for a
maximum period of the Is Alive timeout. If no indication of the active host
being alive is found within the Is Alive timeout, CA XOsoft executes event
notification. Simultaneously, it checks whether or not to perform a
switchover, as defined by the Perform switchover automatically property.

Important! When using scripts, each script must reside in the same path and
with the same name on both the Master and the Replica.
Is Alive Timeout (sec)

If the standby host does not receive indication that the active host is alive
during this interval (in seconds), switchover or notification is initiated. The
checks are performed at the Heartbeat Frequency.

Default is 300 seconds.
Heartbeat Frequency (sec)

Interval (in seconds) for sending heartbeat requests (performing the
checks below).

Default is 30 seconds.
Check Method
Send Ping Request

ICMP requests are sent automatically from the standby host to the
active host, to check if the active host is up.

The available options depend on the value of the Move IP property. For
more information, refer to Redirection properties (see page 225).

m If Move IP is On

m  During the switchover, the IP is moved from the active computer
to the standby. Therefore, the standby computer must check this
IP continuously.

In the IP for Ping property, enter IP Address to ping.
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If Move IP is Off

During the switchover, the IP is not moved from the active to the
standby computer. Therefore, define two IPs for ping:

IP for ping from Master to Replica

Enter IP address to ping. When the Replica computer is the active
host, an ICMP request is made from the Master to the Replica. If
no reply is received within two seconds, the Replica computer is
considered non-operational.

IP for ping from Replica to Master

Enter IP address to send ping to. When the Master computer is the
active host, an ICMP request is made from the Replica to the
Master. If no reply is received within 2 seconds, then the Master
computer is considered to be non-operational.

Connect to DB

[For database applications only] When this property is set to On, CA
XOsoft connects to the active computer's database according to the
Heartbeat Frequency, and checks to see if the database services are
running and all databases are mounted.

User-Defined Scripts

Allows the standard check methods to be augmented or replaced by
user-defined actions in scripts.

Check Script on Active Host

This script runs on the active server, and checks if it is alive.

Script Name

Enter the name and full path of script to run. CA XOsoft connects to
the active computer once every Heartbeat timeout, and executes the
script. If the return value equals zero, the active computer is OK
(alive). If the return value is different than zero, the active server is
not responding and switchover is required.

Arguments

Arguments to be passed to the script specified in the previous
property. Argument values must be static.

Check script on Standby host

This script runs on the standby server, and checks if the active server it is

alive.
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Script Name

Enter name and full path of script to be run. CA XOsoft connects to
the active computer once every Heartbeat timeout, and executes
the script. If the return value equals zero, the active computer is
OK (alive). If the return value is different than zero, the active
server is not responding and switchover is required.

Arguments

Arguments to be passed to the script specified in the previous
property. Argument values must be static.

DB Management/Application/Shares Management

Automatic

If you want CA XOsoft to manage services on your DB Server or shares on
your File Server, set this option to On. Then:

1.

During the scenario creation, the list of application (DB) services or
shares that must be managed are auto-discovered.

Once the scenario is running:

[DB] DB services on the active host are initiated (if they are not
running), and they are stopped on the standby host (if they are
running).

[FS] File shares are enabled on the active host (if they are
disabled), and they are disabled on the standby host (if they are
enabled).

During the switchover:

[DB] DB services on the active host are stopped, and they are
started on the standby host.

[FS] File shares are disabled on the active host, and they are
enabled on the standby host. The service that manages shares is
stopped on the active host for a short period of time, and the
restarted.

User-Defined Scripts

Start DB/Start Application/Enable Shares Script

If set to On, runs a user-defined script to augment or replace the start
of DB services/the start of applications/the enabling of folder sharing.
This action occurs during a scenario run on the active host, or during a
switchover on the standby host.
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Script Name (full path)

Enter the name and full path of the script to be run.
Arguments

Arguments to be passed to the script specified in the previous
property. Argument values must be static.

Stop DB/Stop Application/Disable Shares Script

Actions upon Success

If set to On, runs a user-defined script to augment or replace the stop
of DB services/the stop of applications/the disabling of folder sharing.
This action occurs during a scenario run on the standby host, or during
a switchover on the active host.

Script Name (full path)
Enter the name and full path of the script to be run.
Arguments

Arguments to be passed to the script specified in the previous
property. Argument values must be static.

Important! When using scripts, each script must reside in the same path and
with the same name on both the Master and the Replica.

User-Defined Script

When set to On, runs a user-defined script. The actions invoked by the
script will be performed following the completion of a successful
switchover.

Script Name (full path)

Enter the name and full path of script. This script runs on the active
server after the switchover completion.

Arguments

Arguments to be passed to the script specified in the previous
property. Argument values are static.
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Move IP Redirection

This section describes the steps required for adding Move IP redirection to the
High Availability scenario.

Important! Use this method only when both servers are on the same IP
subnet.

Adding IP Address to the Master Host

You need to add an additional IP address to the Master host, to use Move IP
redirection in your HA scenarios.(This additional IP address is denoted as XO-
IP in the following steps). This new IP address is used for CA XOsoft internal
communication and replication. This is necessary because once switchover
occurs, the original Master IP address is no longer available on the Master - it
switches to the Replica host.

To add IP address to the Master host

1. Select Start, Settings, Control Panel, Network Connections, Local
Area Connection.

The Local Area Connection Status dialog appears.
2. On the General tab, click the Properties button.
The Local Area Connection Properties dialog appears.

3. On the General tab, select Internet Protocol (TCP/IP), and then click
the Properties button.

The Internet Protocol (TCP/IP) Properties dialog appears.
4. On the General tab, click the Advanced button.

The Advanced TCP/IP Settings dialog appears.
5. On the IP Settings tab, click the Add button.
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6. The TCP/IP Address dialog appears.
4. Local Area Conection Properies I

Internet Protocol {TCPSIR) Propertics

o advanced TER/IP Settings

% 1P settings |ons | wins | options |

[% fo P sddpesses
Paddeegs | sbretmask
192,166, 220111 295,255, 255.0

Goteway
192,168,220, [P address: | 152 . 188 . 220, 23

Subrst mask: | 285 288 285 . 0

L | ad | caned |
7 Agbomatic metric |

- 1nker oo e |

o | cms |

Note: In the screenshot, the XO-IP IP address is 192.168.220.23 and the
current Master IP address is 192.168.220.111.

7. In the TCP/IP Address dialog, enter the additional IP address (XO-IP).
Then, click the Add button.

The additional IP address is saved, and the TCP/IP Address dialog is
closed.

8. Click OK on all the open dialogs, until you close all dialogs and exit the Lan
settings.
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Configuring the Move IP Method through the Manager

After you add the additional IP address to the Master host, you must add the
XO-IP to your HA scenarios. There are two ways to add the XO-IP address to
an HA scenario:

m  For new scenarios, directly from the Scenario Creation Wizard.

m  For existing scenarios, by modifying the Master host name.
The procedures for both ways follow.
Adding XO-IP to New Scenarios

To add XO-IP to a new scenario for Move IP redirection method

1. On the Scenario Creation Wizard, in the Master and Replica Hosts page,
enter the following:

m  On the Master Hostname/IP box- enter the additional IP address
(XO-IP).

m  On the Replica Hostname/IP box - enter the IP address of the
Replica host, NOT its hostname.

@ Scenario Creation Wizard

Master and Replica Hosts
XOsoft Manager )
Enter the hostname or |P address for both the Master {source) and Replica $arget) hosts.
If the scenario will involve more than one Replica. add one Replica now, and manually add the other Replicas in the
Scenario pane once you completed the wizard steps.
v :
+ Product Type
4 Scenario Setup Scenario Name | MS Exchange Server | XO-IP
P Hosts
CA XOsoft Engine Verfication Master b [19216822023 4— [ Por | 25000
Master Corfiguration
Replica Configuration Replica | [192168.2202¢4 @ [ Port | 25000
Scenaro Properties
Hosts Properties Replica Server
Switchover Properties IP Address
Scenario Verification Verify CA XOsoft Engine on Hosts
Run Scenario

Finish ] Cancel
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2. Click Next, and continue defining the scenario as usual until the

Switchover Properties page appears.

@ Scenario Creation Wizard

Switchover Properties

XOsoft Manager
Switchover properties wil be configured in this step. The recommendad default values are listed below. Referto the User
Guide before modffying the cument seftings.

+ Welcome

A i Property Value

« Scenario Setup Switchover
" Hosts Hosts
%" Master Configuration 2Bl Network Traffic Redirection
" Replica Corfigurtion = B Mowe 1P o
%" Scenario Properties [liPMask 192.168.220.111/255.255.255.0
4 Hosts Properties Add IPiMask Click here to add new IP/Mask
P Switchover Properties Red\re:,t DNS Off

s io Verification User—Deﬁned Scripts

iy - ) 1 Alive

DB Management
Aclion upon Success

After switchowver, the Master's P switches to the Replica host. This redirection methed is applicable enly when bath
Master and Replica host are on the same IP subnet

[ Finish ] Cancel

[ Back J[ e

On the Switchover Properties page, open the Network Traffic
Redirection group, select the Move IP property, and set its value to On.

By default, the second IP address of the Master host appears here in the
IP/Mask box.

Note: If the Master host has only one IP address, the IP/Mask box would
be empty.

If you have end users who connect to the Master host using its hostname,
use the Redirect DNS or Switch Computer Name methods along with
the Move IP. If you do not need to use the Master hostname, disable the
Redirect DNS option by setting its value to Off.

After setting the redirection method, click Next, and continue defining the
HA scenario as usual.
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Adding XO-IP to Existing Scenarios

To add XO-IP to an existing scenario for Move IP redirection method

1.

On the Scenario pane, select the required Master host.

Scenaros view

= IﬁEﬂ:hage Scenarios
=-2/MS Exchange Server Unknown
Haosts Changed

SR Ce 192 168 220 .23

= 15216822024

Right-click the Master and select Rename from the pop-up menu. Then,
enter the XO-IP address.

Make sure that the Replica host is defined by its IP address and NOT by its
hostname. If necessary, enter the Replica IP address instead of its
hostname.

On the Framework pane, select the High Availability Properties tab..

Open the Network Traffic Redirection group, select the Move IP
option, and set its value to On.

The IP/Mask property appears.

Tt High Availability Properties

Property Value
Switchover
Hosts
=Bl Network Traffic Redirection
| =Bvoerr . JOn |
!—'u:ld IF/Mazsk Click here to add new IF/Mask.
[El Redirect DNg Off
®E) User-Defined Scripts
Is Alive
DB Management
A[:tiun upon Success

< [ >

After switchover, the Master's IP switches to the Replica host. This redirection method is
applicable only when both Master and Replica hast are on the same P subnet.

[ Root Directories |El) Properties E—@ High Awailability Properties

Chapter 11: Sefting High Availability Properties 237



Move IP Redirection

6. Click the IP/Mask value box.The IP Address dialog appears.

Paddress: | |

Subnetmask: (255 0. 0. 0O |

Remove H 0K ” Cancel ]

7. Enter the original IP address of the Master host. This IP address will be
moved to the standby computer during switchover. Then, click OK.

Note: If you are moving more than one IP address, you can add multiple
production IP addresses by selecting Click here to add new IP/Mask.

"o High Availability Properties

Property Value

Switchmrer
Husts
=8 Network Traffic Redirection

EMDVB P Cn

[ BPMask  [192168220.1111255000 |
Add IF/Maszk Click here to add new IF/Mask.
[ElRedirectDNg Off

User-Defined Scripts
Is Alive
DB Management
Ac:tinn upon Success

< [ »

Enter |IFs far the active host that will be moved to the standby computer during switchaowver.
The Master IP address in the Master Properties must be different than the IPs entered here.

(33 Root Directories | ) Propertes |5 High Availability Properties |

8. If you have end users who connect to the Master host using its hostname,
use the Redirect DNS or Switch Computer Name methods along with
the Move IP. If you do not need to use the Master hostname, disable the
Redirect DNS option by setting its value to Off.

9. Click the Save button on the Standard toolbar to save your setting.
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Cluster Move IP

Using Move IP redirection with a clustered Master (MSCS with shared storage)
requires you to add an additional IP resource to the Master Exchange resource
group. This section describes how to configure this redirection method.

Note: If both Master AND Replica are clusters, there are special configuration
issues involved in the Move IP redirection process that are not detailed in this
Guide. For a cluster-cluster scenario, use Redirect DNS or contact technical
support to receive detailed instructions and guidance.

Using the Master Cluster

To use Cluster Move IP through the Master cluster
1. Open the Cluster Administrator.

2. In the Master Cluster Resource Group, create a new IP resource and name
it XO-IP.

3. Bring this resource online, and verify it is visible from the Replica via the
ping command. This new IP address is used for CA XOsoft HA internal
communication and replication. This is necessary since the current
production IP address is not available on the Master cluster after
switchover -- it switches to the Replica server.

Using the Manager

This section details Cluster Move IP redirection using the Manager.
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For New Scenarios

During the initial run of the Wizard, enter the XO-IP and Replica IP addresses
instead of the cluster virtual server names. The following screen shows the XO-
IP entered in the Master Hostname/IP field and the Replica Server IP address
entered in the Replica Hostname/IP field.

(&) Scenario Creation Wizard

Master and Replica Hosts
XOsoft Manager

Ertter the hostname or IP address for both the Master [source) and Replica [target) hosts
If the scenatio wil involve more than one Replica, add one Replica now, and manually add the other Replicas in the
Scendria pane ohce you completed the wizard steps.

" ‘Welcome
4" Product Type
. XO-IP

W Scenario Setup Scenario Name |<ServerName>

P Hosts

: . 7
Ca % 0soft Engine Yerification aster Hostname /[P |1921ss_220 23 _I Port | 25000
Master Directories
Replica Hosthame/P |192.1BB.220.24 A Pat | 25000

Replica Directories
Scenanio Properties \ R o
plica Server
™ Amessment Mods J

Hosts Properties Address

Switchover Properties

Scenario Yerification IV Verily Ci XOsoft Engine on Hosts

Run Scenario

Back Next Finish Cancel

For Existing Scenarios

To use Cluster Move IP with existing scenarios
1. On the Scenario pane, select the required Master host.
= @_L‘;l File Server Scenarios
=-2/MS File Server Unknown

H Hasts Changed

=355 192 168.220.23 k
= 152188.220.24
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Right-click the Master and select Rename from the pop-up menu. Then,
enter the XO-IP address.

On the Framework pane, select the Switchover tab and then select the
Replica server as the switchover host.

Set the Move IP option to On. Ensure that the IP address under Move IP,
IP/Mask matches the production server IP address: this is the IP address
that will switch over. If you are moving more than one IP address you can
add multiple production IP addresses by selecting Click here to add new
IP/Mask.

;g High Awailability Properties -~ 0 X

Property Value
Switchover
Hosts
=B Network Traffic Redirection

= B Move IP _

IF'.-'Mask 192.168.220.111/255.0.0.0
Add IP/Mask Click here to add new IP/Mask.
[El Redirect DNg Off
E|Switch Computer Name On
Reboot after Switchover and Switchback Off
User-Defined Scripts
= Is Alive

Appl ication/Share Management
Ax:til:ln upon Success
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Chapter 12: Data Replication and Role
Switching of Control Services

This section explains how to replicate the Control Service data, and how to
switch the roles of two Control Services when the active Control Service is
down. The section describes in detail the following operations: creating and
using HA Control Service scenario, and performing Control Service switchover
and switchback.

This section contains the following topics:

Understanding the Control Service Scenario (see page 243)

Opening the Manager for Using the HA Control Service Scenario (see page
245)

Creating High Availability Scenario for the Control Service (see page 247)
Switching the Roles of the Active and Standby Control Services (see page 258)

Understanding the Control Service Scenario

The CA XOsoft Control Service functions as the single-point-of-control of the
CA XOsoft operation, and it contains the entire data of the existing scenarios.
In one CA XOsoft scenario-system, one Control Service manages all scenario-
related-tasks, and the Managers that are connected to it enable you to monitor
the CA XOsoft activities. If the Control Service is down, the scenario
functioning is not affected. However, you are not able to control, manage and
monitor the state and operation of the scenarios during this time. To overcome
the danger of losing the Control Service data or losing the ability to manage
and monitor your scenarios, CA XOsoft offers you the DR and HA Control
Service scenarios. These scenarios enable you to protect the Control Service
data and functionality, in the same way you protect other supported
applications.

CA XOsoft enables you to replicate the Control Service data, and to save the
replicated data on a Replica host. In order to perform this, you need to create
a DR Control Service scenario. The DR scenario also enables you to activate
the Rewind option, and to recover lost Control Service data if necessary.

In addition, CA XOsoft enables you to apply the HA solution to the Control
Service. This means that if the active Control Service is down, you can switch
the roles between the active Control Service and a standby Control Service,
and make the standby Control Service the active one. For switching over and
switching back the roles of two Control Services, you need to create an HA
Control Service scenario.
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Important! If you are running a DR Control Service scenario, you cannot use
a second Control Service to manage your scenario-related-tasks. To use a
second Control Service when the first one is down, you need to initially install
two Control Services, one as the active Control Service and the second as the
standby Control Service. You also need to install two Engines, one on each
Control Service machine, and to verify that they are running. Only then you
can create and run HA Control Service scenario.

The creation of DR and HA scenarios for CA XOsoft Control Service is similar to
the creation of DR and HA scenarios for application and database servers. In
both you are using the same step-by-step Scenario Creation wizard. However,
there are some differences in the creation of DR and HA scenarios for the CA
XOsoft Control Service, as follows:

m  [DR and HA scenarios] Running only one scenario per Control Service - you
can run only one Control Service scenario at a time for a specific Control
Service.

m  [DR and HA scenarios] No special license is needed - you do not need a
special license for creating a Control Service scenario, either DR or HA.
However, you do need to register the CA XOsoft product (see page 43)
before creating a scenario for the Control Service.

m  [DR and HA scenarios] Master details cannot be changed - In the Master
and Replica Hosts page in the Scenario Creation Wizard, where you enter
the IP address/hostname of the Master and Replica hosts, the Master host
details are entered automatically by the system and cannot be changed.
The Master Control Service details that appear in the wizard are the ones
you entered in the Web browser for connecting the Control Service to the
Overview Page.

m  [HA scenario] Control Service items cannot be excluded from replication -
in the Master Configuration page in the Scenario Creation Wizard, the
auto-discovery results are read-only. You cannot exclude Control Service
items from the replication process.

m  [HA scenario] Move IP redirection method cannot be used - there are only
two network traffic redirection methods you can use: Redirect DNS and
Switch Computer Name. You cannot use the Move IP redirection method.

m  [HA scenario] Automatic switchover and backward scenario cannot be
disabled - you cannot disable the automatic initiation of a switchover when
the Master is down, and the automatic initiation of a backward scenario.
Therefore, the Switchover and Reverse Replication Initiation page in
the Wizard and the corresponding properties are either not displayed or
disabled. However, you can manually initiate a switchover and a
switchback by using the Perform Switchover button on the Standard
toolbar.

m  [HA scenario] To create HA scenario for a Control Service, you need to
install two Control Services: one should function as the active Control
Service, and the other should function as the standby Control Service. For
more information, refer to CA XOsoft Installation Guide.
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To learn how:

m  To create DR Control Service scenario, use the instructions for Creating a
Basic DR Scenario for File Server (see page 46), along with the
qualifications specified above.

m  To recover Control Service data, refer to the Data Recovery chapter (see
page 181).

m  To create HA Control Service scenario, refer to Creating High Availability
Scenario for the Control Service (see page 247).

m  To manually initiate a switchover, refer to Manually Initiating a Control
Service Switchover (see page 259).

m  To handle a loss of connection and the switchover process, refer to The
Switchover and Backward Scenario Processes (see page 260).

m  To reverse back the Control Services o their original states, refer to
Switching Back the Control Services Roles (see page 263).

Opening the Manager for Using the HA Control Service

Scenario

To properly work with the HA Control Service scenario, it is important that you
open the Overview Page, and from it the Manager, by using the Control
Service hostname, instead of its IP address. If you will use the Control Service
IP address, after a switchover CA XOsoft HA will not be able to automatically
reconnect the Overview Page and the Manager to the new active Control
Service.

In addition, if you intend to work with HA Control Service scenario, you should
NOT open the Manager from the machine where you installed a Control
Service. Open the Manager from a third machine, which does not act as either
the active or standby Control Service.

To open CA XOsoft Manager for working with HA Control Service
scenario

1. Open Internet Explorer. On the Address box, enter the Control Service
hostname and Port Number as follows:
http://host_name:port_no/start_page.aspx

Note: If you selected the SSL Configuration option during the
installation of the Control Service, enter the Control Service hostname and
Port Number as follows: https://host_name:port_no/start_page.aspx
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The Login dialog opens.

CA XOsoft Replication
and High Availability

UserName: |

Password:

Domain:

Copyright @ 2008 CA. All rights reserved

2. Enter your User Name, Password and Domain and click the Log In button.

The Overview page opens.

CA XOsoft Replication and High Availability

Login: \borsa02 Mo scenario was defined. Use 'Scenario Management to configure the system
B e Total Scenarios No Data to Display No HA Scenarios unning || No Completed AR Tests
€. Ciick to manage Scenarios IRUTIE) SEEES
Scenarios Stopped by Error
(=, |Report Center Scenarios Stopped by User
& Cick to open the Report Center Scenarios Stopped for Switchaver

Scenarios Ready for HM
Running Assured Recovery Tests
Suspended Replicas

Scenarios in Unknawn State

CA XOsoft Web Site
@ Click to open GA XOsoft Web Site

Help
@ Click to open the Online Help Errors
Warnings
About

Click to open the About window

Name Engine Running

Recent Critical Events.

Severity [Scenario WMessage. Time.

&

3. On the Quick Start toolbar on left, click the Scenario Management
option.

A progress bar appears, indicating that the Manager component is
currently installed on the local machine.

4. Once the Manager installation is completed, the Manager opens.

Now, you can now start creating the HA Control Service scenario (see page
247).
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Creating High Availability Scenario for the Control Service

Important! Before you create HA scenario for the Control Service, you should
verify that you have two Control Services installed, one as the (active) Master
Control Service and one as the (standby) Replica Control Service. The Replica
Control Service should be down. In addition, an Engine should be installed and
running on both the Master and Replica hosts.

To create a High Availability scenario for the Control Service
1. Open the CA XOsoft Manager. Then, select from the Scenario menu the

New option, or click the New E button on the Standard toolbar.

The Scenario Creation Wizard opens.

@ Scenario Creation Wizard

Welcome to the New Scenario Wizard
XOsoft Manager

This wizard will help you create a new scenario, either from scratch or using a predefined template. it may also be used to
create new templates. When the scenario creation is finished, you will be able to run the scenario

b Wel To exit the wizard and cortinue configuration manually from ary step, click the Finish button

Product Type
Scenaric Setup
Scenario Verification
Run Scenario

(%) Create a New Scenario

(O Create a New Template

Assign a Scenario Group (select existing one or enter a new group name)

HA Scenarios v

MNext Cancel

2. Select the required scenario options, as follows:
m Select the Create a New Scenario option button.

m  From the Group drop-down list, select the group to which you want to
assign the new scenario, or enter a name for a new scenario group.
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3. Click Next. The Select Server and Product Type page opens.

Select Server and Product T
XOsoft Manager pe
Select one of the licensed server and product types listed below, and the required task. f the desired option is not listed,

do one of the fallowing:
If you have an appropriate license key, exit the wizard by clicking Cancel, and select from the Help menu the Register

& Wel option
b Product Type Select Server Type
Scenario Setup |70 File Server & MS Hyper-V
Scenario Verification & MS Exchange “Ha, SharePoint
Run S io v Oracle (5 vCenter
iEf SQL Server
%8 M5 IS Server
¥ CA XOsoft Control Service

Select Product Type
O Replication and Data Recovery Scenario (DR)
(® High Availability Scenario (HA)

Tasks on Replica
& MNone
O Integrity Testing for Assured Rscovery (AR)
O ARCserve Backup

[ Back ] Mext ][ Finish ][ Cancel ]

A list of available applications and scenario types is presented.

Note: The list of available applications depends on the licenses applied.
Select the required scenario options, as follows:

m  From the Select Server Type list, select CA XOsoft Control Service.

m  From the Select Product Type options, select High Availability
Scenario (HA).

m [Optional - a license is needed] From the Tasks on Replica options,
select the tasks you want to implement in this scenario.
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4. Click Next. The Master and Replica Hosts page opens.

5.

Master and Replica Hosts
m XOsoft Manager :
Erterthe hostname or IP address for both the Master (source) and Replica ftanget) hosts.
If the scenario will involve more than one Replica, add one Replica now, and manually add the other Replicas in the
Seenario pane once you completed the wizard steps
+ Welcome
4 Product Type
+ Scenario Setup Scenaric Name Control Service HA
P Hosts
CA XOsoft Engine Verfication Master HostnamelIP Port | 25000
Master Configuration
Seenario Properties Replica Hostname/IP [] Pot [ 25000
Hosts Properties
Switchover Properties
Scenario Verification
Run Scenario Verify CAXOscft Engine on Hosts
Back [ Finish ] [ Cancel ]

Enter the following information:

In the Scenario Name box - accept the default name or enter a new
name for the scenario. When entering a name, choose a unique name,
since you cannot use the same name for more than one scenario.

In the Master Hostname/IP box - the system automatically enters
the hostname or IP address of the (active) Master Control Service,
based on the Control Service details you entered for opening the
Overview Page. These details cannot be changed here. To use a
different Control Service, you need to connect it to the Overview Page,
and then reopen the Manager.

In the Replica Hostname/IP box - enter the hostname or IP address
of the Replica (standby) Control Service, or use the Browse buttons to
find it.

In the Port boxes - accept the default port no. (25000) or enter a new
port humbers for the Master and Replica.

Notes:

The Assessment Mode check box - verify that it is NOT selected.

The Verify CA XOsoft Engine on Hosts check box - select this check
box if you want the system to verify whether Engines are installed and
running on the Master and Replica hosts you specified in this page. If
Engines are not installed on the selected hosts, you can use this option
to remotely install the Engines on one or both hosts. For more
information about the Host Verification page, see Creating a
Scenario (see page 46), step 8.
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6. A
C

fter you selected the desired options, click Next. The Master

onfiguration page opens.
&) Scenario Creation Wizard rg‘
Control Service items for replication
Ll xOsoft Manager
. g Auto-discovery result for CA X0 Soft Control Service on host 130.119.185.151 are listed below. By default all Control
Service items will be replicated. To remove specific Control Service items from replication uncheck the comresponding
check bax
+ Welcome
« Product Type Control Service items Full Path
& Scenario Setup 53 CAXOSof Control Service
+ Hosts [ Product Registration
B Master Configuration [=IE3) CS Root Directory C:/Program Files/CAXOsoftManager
5 o [ Scenarios C:/Program Files/CAXOsoftManager/ws_scenarios
CEenano rroperies
5 (3 Templates C:/Program Files/CAXDsoftManager/ws_templates
Hosts Fropeties [23) Reports C:/Program Files/CAXOsoftManager/reports
Switchover Properties (2l mng_core_com.cfa C:/Program Files/CAXDsoftManager/mng_core_com.cfg
Scenario Verification 21 ws_man exe config C:/Program Files/CAXOsoftiManager/ws_man exe config
Run 5 io @ ws_man tre C:/Program Files/CAXOsoftManager/ws_man.trc
@ ws_rep.cfg C:/Program Files/CAXOsoftManager/ws_rep.cfg

[ Back ] Mext ][ Finish ][ Cancel ]

CA XOsoft auto-discovery component automatically displays the directories

a
a

T
|
|
|
|

nd files that are on the active Control Service. These directories and files
re the data that will be replicated and protected.

he replicated Control Service items include:
Product Registration - product registry keys
Scenarios - xmc files of scenario definitions
Templates - xmc files of user-defined templates
Reports - files of scenario reports

Configuration and Management files

Note: In HA Control Service scenario, you cannot exclude Control Service
items from replication. In DR Control Service scenario, you can exclude the
items you do not want to replicate, by clearing their check boxes.
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7.

Click Next. The Scenario Properties page opens.

@ Scenario Creation Wizard

£

i )
XOsoft Manager Seenario Propertics

steps

& Wel Guide.

The scenario properties ars corfigured here. You can also corfigure these properties after the completion of the wizard

The recommended default values are already listed. Before changing these values, please refer to the CA XOsoft r12 User

4 Product Type

Property
4 Scenario Setup

&) General

" Hosts BE) Replication
4" Master Carfiguration #E)) Event Notification
P Scenario Properties Reporl Handling

Hosts Properties

Switchover Properties
Scenario Verification
Run Scenaro

Value

[ Bacc | et [

Cancel ]

The Scenario Properties page enables you to configure the scenario
properties that affect the entire scenario. Typically, the default values are

sufficient.

If you want to configure the scenario properties at this stage, refer to
Understanding Scenario Properties (see page 138). To configure the
scenario properties at a later stage, refer to Configuring Scenario

Properties (see page 137).
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8. Click Next. The Master and Replica Properties page opens.

@ Scenario Creation Wizard

M d Replica Properti
XOsoft Manager aster and Replica Properties

The Master and Replica properties are configured here. You can also configure these properties after the completion of the
wizard steps

The recommended default values are already listed. Before changing these values, please refer to the CA XOsoft r12 User
Guide.

4 Welcome
L BT T Master Properties Value Replica Properties Value
(VScERnOIS SN @Hnsl Connection Husl Connection

& Hosts @F{Bp\ ication Replication

« CA¥Osoft Engine Varfication | @Bl spoot Spoaol

" Master Configuration @ Event Notification Recovery

«" Scenario Propertties @Reporls Schedulad Tasks

P Hosts Propattics Event Notification

Switchover Properties
Scenario Verification
Run Scenario

[ Back ] Mext ][ Finish ][ Cancel ]

The Master and Replica Properties page enables you to configure the
properties that are related to either the Master or Replica host. Typically,
the default values are sufficient.

If you want to configure the Master and Replica properties at this stage,
refer to Setting Master and Replica Properties (see page 163). To configure
the Master and Replica properties at a later stage, refer to Configuring
Master or Replica Server Properties (see page 164).

Note: You can modify all the settings in this pane after the scenario is
created. However, before changing any Spool properties (which can be
configured here), review the Spool information (see page 167) for
configuration details.
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9. Once you are satisfied with the Master and Replica properties, click Next.

The Switchover Properties page opens.

@ Scenario Creation Wizard

XOsoft Manager

+ Welcome
" Product Type
% Scenario Setup
" Hosts
+" Master Configuration

4" Scenario Properties

Switchover properties will be corfigured in this step. The recommended default values are listed below. Refer to the User

Guide befors modifying the cument settings

Switchover Properties

Property
Switt:huver
#E) Hosts
E&) Network Traffic Redirection

EliP Address

Value

+* Hosts Properties E‘F{edlre:t DNS On
B Switchover Properties E‘@DNS Servers |Ps
S Elonsip 130.119.185.151
Run S io DNS IP Click here to add new IP.
[EloNs TTL see) 60
A:‘Iiva Directory Integrated On
Z8) Master I1Ps in DNS
|F' Address 130.119.185.154

Click here to add new IP.

28 Replica IPs in DNS
[ElIP Address 130.119.185.155
IF‘ Address Click here to add new IP.
Switch Computer Name Off
@& User-Defined Scripts
Is Alive
Actinn upon Success

During the swatchover, the Master's A-record will be updated. This redirection option is applicable when the Master and
the Replica are located on different IP subnets or on the same one.

[ Back Cancel ]

[

Finish ][

The Switchover Properties page allows you to modify switchover
parameters. As with the prior steps, no changes are required.

If you want to configure the switchover properties at this stage, refer to
Understanding High Availability Properties (see page 223). To configure
the switchover properties at a later stage, refer to Configuring High
Availability Properties (see page 221).

Notes:

m  When selecting the Network Traffic Redirection method, there are
only two methods you can use for this scenario: Redirect DNS and
Switch Computer Name. You cannot use the Move IP redirection
method.

m The Is Alive Timeout (sec) property controls how long to wait after a
failure is detected before triggering an automatic switchover. The
default is 300 seconds. For more details, review the Is Alive
information (see page 229).
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10. Click Next. A notification message appears informing you that CA XOsoft

HA verifies the validity of the new scenario and checks many different
parameters between the Master and Replica servers to ensure a successful
switchover.

Note: In HA Control Service scenario, once a Master failure is detected, a
switchover and a backward scenario are always initiated automatically. You
cannot disable this automatic initiation. However, you can also manually
initiate a switchover, by clicking the Perform Switchover button.

11. Once the verification is completed the Scenario Verification page opens.

@) Scenario Creation Wizard

Scenario Verification
The system automatically verfies the scenario settings to help ensure proper operation.
Any emors must be resolved before continuing. t is also strongly recommended that all wamings should be resolved. F
continuing with waming, ensure their potential impact is fully understood. After making amy necessary changes, click Retry
to repest the scenario verfication.

XOsoft Manager

« Welcome

¥ Product Type [WARNING: CA XOsoft Engine service LogOn account eon host 130.1189.185.155 is

«" Scenario Setup WARNING: Service 'CAXOsoftManager' on host 130.118.185.155 has Manual Star
" Hosts

Scenario created and verified successfully.
<« Master Configuration

" Scenario Properties

4 Hosts Properties

+" Switchover Properties
P Scenario Verification
Run Scenario

More Info...

][ Finish [ Cancel |

[ Back

] Next
—

12. If the scenario was not set up correctly, or problems occurred in the

participating hosts or the connection between the CA XOsoft components,
the errors and warnings detected are displayed, and two additional buttons
appear: Retry and More Info.

13. To repeat the verification process, click the Retry button.

14. To view additional information about the errors and warnings, click the

More Info button.
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The Verification Results dialog opens, listing all the errors and warnings
detected.

@ Verification Results |Z| |E|[Z|

WABNING: CA XOsoft Engine service LogOn account on host 130.1189.185.133 &
WABNING: Service 'CAXOsoftManager' on host 130.118.185.155 has Manual St
Scenario created and wverified successfully. —

£ |

|

|2

Property Value Property Value
= B Master (Active) 130.119.185.154 = B Replica (Stand-by) 130.119.185.155
B@ Summary @ System Information
=& Metwork traffic dire... @) CA XOsoft Engine ...
EDns Pairts to Master ) Network Configura...

# &) System Information
# ) CA XOsoft Engine ...
# ) Network Configura.__

< bl IES | >

Cancel

The Verification Results dialog provides you with detailed information
about the checks performed to help diagnose problems. It is intended to
help you resolve any issues encountered in running the software. You can
also contact Technical Support for further assistance.

m If any errors are displayed, you cannot run the scenario. These errors
must be corrected before you can start the synchronization, replication
and HA processes.

m If only warnings are displayed, you can run the scenario. However, it is
important that you consider the warning carefully since they indicate
conditions that are known to potentially cause problems with
replication or switchover. To close the dialog and return to the
Scenario Verification page, click the Cancel button.

m  When the scenario is verified successfully, on the Scenario
Verification page click Next to continue.

Chapter 12: Data Replication and Role Switching of Control Services 255



Creating High Availability Scenario for the Conftrol Service

The Scenario Run page opens.

@) Scenario Creation Wizard

XOsoft Manager

4 Welcome
+ Product Type
«" Scenario Setup
" Hosis
<« Master Configuration
" Scenario Properties
" Hosts Properties
" Switchover Properties
<« Scenario Verification
P Run Scenaric

Scenaric Run
The scenario has been configured and is ready to run. Press Run Now to start the scenario. Intial data synchronization will
start automatically after pressing the Run Mow button. To run scenario later press the Finish button.

Scenario 'Control Service HA' is ready to run

Product type HA
Server type ControlService
Integrity Testing for Assured Recovery Off
Replication mode online
Master
Name 130.119.185.154
Spool size (MB) Infinite
Spool path [INSTALLDIRAMp/spool]
Replica
MName 130.119.185.155
Spool size (MB) Infinite
Spool path [INSTALLDIRAMp/spool]
Master Root Directories Replica Root Directories
c/program » . .
o . > co/program files/ca'xosoft'manager
files/ca’xosoft'manager e 2

[ Back ][ Run Now ][ Finish ][ Cancel ]

|>

15. The scenario configuration is now completed and you are prompted to run
it. Running the scenario starts the data synchronization process, following
by replication and is alive checks.

To finish the scenario creation and run it later, select Finish.

To run the scenario, click Run Now.
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16. The synchronization process starts. Synchronization may take a while
depending on database size and network bandwidth between the Master
and Replica. You will receive the following message in the Event pane
when synchronization is complete: All modifications during
synchronization period are replicated.

From this point, real-time replication occurs and the High Availability
solution is active.

&) CA XOsoft Manager - @130.119.185.154:8088

Scenario Edit Events View Tools Help
FoES 0SSRl LNE2E Y
& Scenario View | 5 CDP View [E] Snapshot View 3 Remote Installer Monitor ¥ Host Maintenance Meniter =
Scenario view I
Eear Scenario Statistics
= &5HA Scenarios
> Control Service HA___Running Control Servi
Hosts | Changed Sy o Fies
119.185.154 | 6.60KB| 78.92 KB g 000 Bytes|
= 130.115.125.155. | 5.60 KE| 72.92 KE 4 0.00 Bytes|
[ Reot Directories [} Properties |3 High Availability Properties [, Stafistics
Events - 1 x
D | sequencie [ severty | Host/Scenaro [ Time | Evert ]
SR00202 12 Significant 130.119.185.155 (B 1/20/2009 4:57:17 PM All moditications during synchronization period are replicated
M00405 1 Irfo E5Control Servics HA () 1/20/2009 4:56:13 PM Posting Synchronization report created at ‘01/20/09 16:57:13'to Reports
SR00120 9 Significant 130.119.185.155 (1) 1/20/2009 4:57:13 PM ‘Synchronization finished
IR0D11S & Irfo 130.119.185.155 (B 1/20/2009 457.13PM Rloot directory c:/program files/ca/osch/manager synchronized 1
SR00357 7 Significant 130.119.185.155 (B 1/20/2009 4:57:02 PM Service CAXOSoftManager is in manual mode: it will be run au
SR00139 6 Significant 130.119.185.154 (B 172072009 4:56:02 PM Starting File Synchrenization (include files with the same size
1R0D304 5 Irfo 3130118185154 {8) 1/20/2009 45541 P M ControlService senvices started
1R00301 7] Irfo [B130.118.185.15¢ (D) 1/20/2009 4:55:41 PM Staring ControlService services
SR00014 3 Significant 130.119.185.154 (B 1/20/2009 4:55:29 PM Starting scenario Control Service HA b
SMO0165 2 Significant [EEControl Service HA (3 1/20/2009 3:07:29 PM Connected to 130.119.185.155 @
< im I 3|
Events | Scenario Validation Results
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Switching the Roles of the Active and Standby Control

Services

The shutting down of a Control Service, either intentionally or due to a crash,
presents a unique problem. When the Control Service is down, the Overview
Page and the Manager are disconnected. Consequently, they can no longer
receive updated information, and they cannot display a visible indication to the
type of event that occurred. Although the Overview Page and the Manager are
up, you cannot see that the Control Service is down, and you cannot manually
initiate a switchover at this stage.

CA XOsoft handles the disconnection problem by automatically trying to
restore the Control Service service ("CAXOSoftManager") to its active state. If
the attempt fails, and the active Control Service is still detected as down, CA
XOsoft automatically initiates a switchover. During the switchover, the standby
Control Service becomes the active Control Service. Following that, the
Overview Page and the Manager are automatically reconnected to the new
active Control Service, and once again they display the updated state of your
system. During the reconnection, you may be prompted to log in again.

When the original active Control Service is up again, CA XOsoft automatically
initiates a backward scenario. The backward scenario is a replication in the
reverse direction: from the new active Control Server to the new standby
Control Server. At this stage, you can reverse back the roles of the Control
Services. All you need to do is to manually initiate a switchback, meaning, a
switchover in the opposite direction.

In addition to the default automatic switchover, you can also manually initiate
a switchover between the active and standby Control Services. Once triggered,
whether manually or automatically, the switchover process itself is fully
automated.

There are several stags in the role switching of the active and standby Control
Services:

1. Initiating a switchover (see page 259) - this can be done either
automatically by the system, when it detects that the active Control
Service is down, or manually by you.

2. The switchover process and the automatic initiation of a backward scenario
(see page 260) - these processes are performed automatically and you
cannot disabled them.

3. Initiating a switchback (see page 263) - this can only be done manually by
you, when you decide that the original active Control Service can become
the active server again.
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Manually Initiating a Control Service Switchover

Once CA XOsoft HA detects that the active Control Service is down, it
automatically tries to restart the Control Service service, and once this attempt
fails, it initiates a switchover. However, you can also manually initiate a
switchover, when the active Control Service is still up.

To manually initiate a switchover

1.

Open the Manager and select the desired Control Service scenario from the
Scenario pane. Verify it is running.

Click on the Perform Switchover button, or select from the Tools menu
the Perform Switchover option.

Scenaric Edit Events View Tools Help

i 0 (2 8| @ CE 2 e ([ s | 0D B B

& Scenario View 3 CDP View @ thl;geri:curm Sv.'itn:h?".'er ote Installer Monitor

Scenario view

A confirmation message opens.

CA XOsoft Manager - @qa95-w2k3-sqgl:8088

\?{) Are you sure you want to perform Switchover?

[ ‘fes l [ Mo

Click Yes on the Perform Switchover confirmation message. This
procedure initiates a switchover from the active Control Service to the
standby Control Service.

From this stage on, the switchover process (see page 260) is the same for
both manual and automatic initiation.
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The Switchover and Backward Scenario Processes

Understanding the switchover and backward scenario process

1.

Since the original active Control Service is down, the Overview Page and
Manager are no longer connected to it. Therefore, they no longer receive
and display updated information, and the changes that occur following the
switchover initiation are not shown in them, as they are shown in a regular
switchover.

When the Overview Page loses its connection to the original active Control
Service, the following message opens.

Windows Internet Explorer [5_(|

L] E Connection to Contral Service was braken.
[

This message indicates that the original active Control Service is down,
and therefore it is no longer connected to the Overview Page.

Click OK to close the message. This message may appear several times
until the original standby Control Service becomes active, and a connection
to it is established.

When the original standby Control Service is up and functioning as the new
active Control Service, the Overview Page is automatically reconnected to
it, and the Login dialog appears, prompting you to login to the new active
Control Service.

CA XOsoft Replication
and High Availability

User Name:
Password:

Domain:

Copyright ® 2008 CA. All rights reserved
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5.

Enter your User Name, Password and Domain and click the Log In button.

The Overview page re-appears, and it is now connected to the new active
Control Service.

On the Manager, the User Credentials dialog may open.

User credentials §|

|User account for host "CA X0Osoft Control Senvice™
|Iser name:
Password:

Domain:

Cancel

The User credentials dialog prompts you to login to the new active
Control Service. If this dialog appears, enter the necessary details and click
OK.

Note: The appearance of the User credentials dialog is related to
internal caching settings, and it is not necessarily an indication to the
progress of the switchover process. The switchover may take place even if
the User credentials dialog does not appear.

The two Control Services have switched roles. Now, the Manager is no
longer connected to the original active Control Service but to the standby
Control Service, which became active following the switchover. The
switchover related-events are displayed in the Event pane.

Note: The "Split Brain" problem and solution

After a connection loss and a switchover, the original standby Control
Service is functioning as the active Control Service. However, the original
active Control Service may still be up. Upon reconnection, both Control
Services may try to act as the active Control Service. In order to solve this
potential problem, CA XOsoft HA keeps built-in numerical parameter in
each Control Service, and the switchover process increases the number of
the newly active Control Service. All connection requests are sent with this
parameter, and when a Control Service receives a connection request, it
checks whether it contains a lower or higher number than the one it
carries. The Control Service that carries the lower number, shuts itself
down, and becomes the standby Control Service.
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10.

After the switchover, a backward scenario is automatically initiated by the
system.

@) CA XOsoft Manager - ®ga95-w2k3-sq|2:8088
Scenario  Edit Events View Tools Help

COEBOEhreEELNER Y.
&k Scenario View | £ CDP View [] Snapshot View 5 Remote Installer Monitor @ Host Maintenance Monitor

Scenario view !
e st
= E¥HA Scenarios.
] * Backward Conirol S... Running HA ConirolServi...
H Hasts Changed H Fles In spocl
S EBaABWIKISALZ | 000Byes| 000 Bytes 0000 Bytes|
-EOAISWIKISGL | 000Bytes  0.00Bytes| o 000Byes

>

Event L
‘Service CAXOSoftManager is in manual mode: it will be run automatic
Switchover completed. Host GAJ5-W 2K3-601 2 is currently active.
ControlService services started

S

1) 2/12/2009 5:50:04 PM ‘Starting CortrolService services

@2{]2&009 5:50:03 PM Service CAXOSoft Manager is in manual mode: it will be run automatic
@ 2/12/2009 5:43:52 PM Starting scenario Backward Control Service HA

i T B Netwnrle trafin siueesshilly rdirected | )‘1

ERC S

& Sinnifirant # NAGRWIKI-SNI 2
<

Events | Scenario Validation Results

The backward scenario starts running once the original active Control
Service is up. It replicates data from the new active Control Service to the
new standby Control Service, while overwriting the data on the current
standby Control Service.

Now, you can switch back the roles of the active and standby Control
Service (see page 263), and make the original Master the active server
again and the Replica the standby server.
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Switching Back the Control Service Roles

When the original active Control Service is up again, and the backward
scenario is running, you can switch back the roles of the standby and active
Control Service and reverse them back to their original states.

To initiate a switchback

1. To reverse back the roles of the Control Services, while the backward

=]
scenario is running, click the Perform Switchover E button or select
the Perform Switchover option from the Tools menu.

A confirmation message opens.

CA X0Osoft Manager - @ga%5-w2k3-sgl2:8088

\ ? ) Are you sure you want to perform Switchover?

i es i [ Mo J

2. Click Yes on the Perform Switchover confirmation dialog. This procedure
initiates a switchback from the original Replica server to the Master server.
Again, you are not able to see the process of the switchback on the
Overview Page and the Manager, since they are disconnected from the
active Control Service. But once the Overview Page and Manager are
reconnected, you can see that the Control Services have switched their
roles and returned to their original states.

Scenario Statistics

Now, the Control Service HA scenario is running in its original direction.
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Chapter 13: Testing Assured Recovery
and Managing VSS Snapshots

This section explains the Assured Recovery testing option, and describes the
following operations: creating AR scenario, performing AR test in a scheduled
and non-scheduled mode, and configuring the AR properties. In addition, this
section describes how to set up VSS snapshot creation and how to manage
snapshots.

This section contains the following topics:

About Assured Recovery (see page 265)

Creating Assured Recovery Testing Scenario (see page 267)
Performing Assured Recovery Test (see page 275)

Setting Assured Recovery Properties (see page 284)

Using VSS Snapshots (see page 289)

About Assured Recovery

The Assured Recovery option enables you to perform a full transparent test of
the recoverability of your data on the Replica server. The Replica server that is
tested is the one that would take over the production server if it will be down.
The Assured Recovery option is a true test of the actual server, applications
and actions that will be required in the event the Replica server will have to
switch, become the Active server, and carry out its functions.

This Assured Recovery test is executed by starting up database services, and
performing whatever operations that are required to verify the integrity of the
data. All this is done without any need to perform resynchronization, and
without impacting either the availability of the production server, or the safety
that the DR and HA systems are designed to provide.

During the test, the data changes that continue to take place on the Master
are sent to the Replica, but they are not immediately applied. Instead, these
changes are accumulated and stored in a spool, and only when the testing is
completed they are applied to the Replica data. Since the spooling occurs on
the Replica, if something happens to the Master during the testing process,
none of the accumulated changes are lost.
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Once the testing is finished, the Assured Recovery option stops the application
services it started on the Replica. Then, the Replica server is automatically
rewind to precisely the state that existed when the replication was paused and
the test started. This way, the accumulated changes in the spool can be
applied as if no testing has occurred. From this point on, the DR or HA scenario
continues normally. In the case of an HA scenario, if a failure of the Master
occurred during the testing, switchover will begin.

The Assured Recovery test can be fully automated and performed on a
scheduled basis as often as needed. Upon completion, appropriate personnel
can be alerted with the status of the test, and additional actions can be
triggered on success, for example, taking a VSS snapshot of the Replica data
or creating a backup. In addition, you can perform AR test in a non-scheduled
mode when the need arises.

The Assured Recovery testing is tailored to all supported application and
database servers. However, since the Assured Recovery option tests database
services, it is less applicable for File and IIS Servers. You can still use the
Assured Recovery option with these servers for special tasks. For example, you
can automatically suspend replication on a regular basis during several hours
each day, week or month, and run scripts in this interval, or you can use this
suspension to take VSS snapshots on the Replica. Since there is no application
per se, testing of the data with File and IIS Servers scenarios requires
additional custom scripts.

The Assured Recovery option supports both DR and HA solutions. However, it
is best suited for HA since in this case the Replica server necessarily contains
the actual database servers, on which the test is performed, and not only data.

Note: The Assured Recovery option is not available for backward (reverse
replication) scenarios.

If you are using AR test as a part of DR scenario, you must verify that the root
directories path is the same on the Master and the Replica. In addition, the
Replica should have database application installed, or share files if you test a
File Server, and they need to be configured on the Master and the Replica in
exactly the same way. Otherwise, the AR test will not produce meaningful
results.
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Creating Assured Recovery Testing Scenario

The Assured Recovery testing feature must be enabled during the creation of
the scenario that will later use it. For this reason, you can not perform Replica
testing within a DR or HA scenario that is already running, and was not
configured to use the Assured Recovery option. To use Assured Recovery, it is
necessary to create a new scenario with the Integrity Testing for Assured
Recovery option turned to On.

Note: This section demonstrates the creation of an Assured Recovery testing

scenario for Exchange Server HA.

To set Assured Recovery testing scenario

1. Open the CA XOsoft Manager. Then, select from the Scenario menu the
New option, or click the New & button on the Standard toolbar.

The Scenario Creation Wizard opens.

&) Scenario Creation Wizard

XOsoft Manager o Welc\?me.to the New ScenaTiD Wizard.
This wizand will help you create & new scenario, sither from scratch or using & predsfined template. it may also be used to
craate new templates. When the scenario creation is finished, you will be able to run the scenanio
[ ThEm To exit the wizard and continue configuration manually from any step, click the Finish button
Product Type
Scenario Setup
Scenario Verification
Run Scenario
(® Create a New Scenario
) Create a New Template

Assign a Scenario Group (select existing one or enter & new group name)

AR Scenarios v

Next Cancel

2. Select the required scenario options, as follows:

m Select the Create a New Scenario option button.

m  From the Group drop-down list, select the group to which you want to
assign the new scenario, or enter a name for a new scenario group.
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3. Click Next. The Select Server and Product Type page opens.

@ Scenario Creation Wizard rg

Select Server and Product T
XOsoft Manager pe

Select one of the licensad server and product types listed below, and the required task.  the desired option is not listed, ~
do one of the following: E
If you hawve an appropriate license key, exit the wizard by clicking Cancel, and select from the Help menu the Register
option.

+ Welcome
b Product Type Select Server Type
Scenario Setup -3 File Server & MS Hyper-V
Scenario Verification ¢ MS Exchange Server {3 MS SharePoint Server
o P ¥ Oracle Database EE2 VMware vCenter Server
iEj MS SQL Server
T MS 1S Server

# CAXOSoft Control Service

Select Product Type
O Replication and Data Recovery Scenario (DR)
(® High Availability Scenario (HA)

Tasks on Replica
O MNone
(® Integrity Testing for Assured Rscovery (AR)
O ARCserve Backup

[ Store deleted email items in COP Repository

[ Back ] Mext ][ Finish ][ Cancel ]

4. A list of available applications and scenario types is presented.
Note: The list of available applications depends on the licenses applied.
Select the required scenario options, as follows:

m  From the Select Server Type list, select the type of server for which
you want to create the AR scenario. For this example, we will use MS
Exchange.

m  From the Select Product Type options, select either Replication and
Disaster Recovery or High Availability Scenario.

Note: The Assured Recovery test is best suited for HA scenarios. If
you select the DR option, you must verify that the root directories path
is the same on the Master and the Replica. In addition, the Replica
should have database application installed, or share files if you test a
File Server. Otherwise, the AR test will NOT produce meaningful
results.

m  From the Tasks on Replica options, select the Integrity Testing for
Assured Recovery option.
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5. Click Next. The Master and Replica Hosts page opens.

@ Scenario Creation Wizard

Master and lica Hosts
XOsoft Manager Ren
Enterthe hostname or IP address for both the Master {source) and Replica farget) hosts.

If the scenario will involwve more than one Replica, add one Replica now, and manually add the other Replicas in the
Scenario pane once you completed the wizard steps.

£

+ Welcome

+ Product Type

& Scenario Setup Scenzria Name | Exchange AR |
P Hosts

Master Configuration Master HostnamelIP ‘ |D Port

Replica Configuration

Scenario Properties Replica t ‘ |D Port

Hosts Properties

Switchover Properties
Scenario Verification
Run Scenario [ Verify CAXOsoft Engine on Hosis

[ Finish ][ Cancel ]

6. Enter the following information:

m In the Scenario Name box - accept the default name or enter a new
name for the scenario. When entering a name, choose a unique name,
since you cannot use the same name for more than one scenario.

m In the Master and Replica Hostname/IP boxes - enter the
hostname or IP address of the Master (active) and Replica (standby)
servers, or use the Browse buttons to find them.

Important! Only one Replica can be configured for AR testing in a single
scenario. If at a later stage you will add a Replica to the scenario and try
to configure it for the AR test, the following message will appear: Only
one scheduled task per scenario can be set. Replica integrity
testing for Assured Recovery for host [Replica_name] is already
switched on. Do you want to turn this option off now? To switch the
test to the second Replica, you will need to click Yes.

Note: If either server is a MSCS cluster, enter the Virtual Server Name or
IP address as the Master and/or Replica name (instead of the physical
node's name/IP).

Chapter 13: Testing Assured Recovery and Managing VSS Snapshots 269



Creating Assured Recovery Testing Scenario

m In the Port boxes: accept the default port no. (25000), or enter a new
port nhumbers for the Master and Replica.

m  The Verify CA XOsoft Engine on Hosts check box - select this check
box if you want the system to verify whether Engines are installed and
running on the Master and Replica hosts you specified in this page. If
Engines are not installed on the selected hosts, you can use this option
to remotely install the Engines on one or both hosts. For more
information about the Host Verification page, refer to Creating a
Scenario, (see page 46) step 8.

7. After you entered or selected the desired options, click Next. The Master
Configuration page opens.

@& Scenario Creation Wizard rz|
Master Configuration
XOsoft Manager ) i )
Auto-discovery result for MS Exchange Server on host 172.16.55.2 are listed below. By default all databases will be
replicated. To remove specfic databases from replication uncheck the comesponding check box.
+ Welcome
+ Product Type Database Full Path
+ Scenano Setup | =48 Microsoft Exchange Server
4 Hosts 1z EE) QAIS-W2KI-EX]
P Master Configuration 12 =8 InformationStore
S Propert F =& First Storage Group
= 5 Log File Path [.3) C:/Program Files/Exchsrvrimdbdata
Hosts Properties 2 System Path [23) C:/Program Files/Exchsrvrimdbdata
Switchover Properties =) Mailbox Store [QAS5-W2ZK3-.
Scenario Verification {5 EDE File Path [E] C:/Program Files/Exchsrvrimdbdata/priv].edb
Run S - &) STM File Path |8 C:/Program Files/Exchsrvrimdbdatalprivi.stm
EIE) Public Folder Store (QA35-
) EDB File Path [ C:/Program Files/Exchsrvrimdbdatalpubl edb
& STM File Path [ C:/Program Files/Exchsrvrimdbdatalpubl stm

The CA XOsoft auto-discovery component automatically displays the
Exchange databases that are on the Master server. These are the
databases that can be replicated and protected.

8. By default, all the discovered databases are selected and all will be
replicated. You can exclude any of these storage groups from replication
by clearing their check boxes.
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9.

10.

Click Next. The Replica Configuration page opens.

@ Scenario Creation Wizard

Replica 172.16.95.3 Configuration
XOsoft Manager

Master and Replica M5 Exchange Storage Groups must be idertical. MS Exchange on the Replica wil be automaticaly
corfigured according to the Master's settings

« Welcome
+ Product Type Master wACs Replica Action
Msceaala | = Boasswaaeell ]
+" Hosts (= First Storage Group (=) 4 First Storage G... Keep
w CAXDsoft Engine Verfication 7 Mailbox Store (QASS-W2KI-EX1) 7 Mailbox St... Keep
|#9Public Folder Store {JAS5-W2K3-E... |#gPublic Fol.. Keep

+ Master Corfigurstion
P Replica Configuration

Scenario Properties

Hosts Properties
Switchover Properties
Scenario

Run Scenario Master and Replica Exchange configurations are identical.

[ Back ] Mext ][ Finish ][ Cancel ]

CA XOsoft auto-configuration component verifies that the Exchange Server
configuration on the Master and Replica servers will be identical during the
replication procedure. This means that if there are discrepancies, CA
XOsoft will perform the required actions, including: deleting storage
groups, public folders or mailbox stores from the Replica, create new ones
and make modifications to existing ones. The actions that will be
performed during the configuration process are indicated in the Action
column on the right.

Note: For more information about the actions that can be performed in the
Replica auto-configuration process, refer to Creating High Availability
Scenario (see page 195), step 8.

Review the changes that will occur during the automatic configuration on
the Replica Exchange server, and make sure you want them to be
performed.

Note: If a Remove action is indicated, make sure that you are ready to
delete the specified storage item from the Replica server, since it does not
have an automatic backup. If you want to save it in a different location
before deletion, click the Finish button to exit the wizard.

Important! You cannot use UNC paths as root directories on the Replica
host for Assured Recovery scenario.
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11. Click Next to start the Replica configuration process. The Scenario
Properties page opens.

@ Scenario Creation Wizard

XOsoft Manager

« Welcome
« Product Type
4 Scenario Setup
4 Hosts
+" Master Configuration
B Scenaro Properties
Hosts Properties
Switchover Properties
Scenario Verification
Run Scenario

S

Scenario Properties
The scenario properties are corfigursd here. You can also corfigure these properties after the completion of the wizard
steps.

The recommended default values ars already listed. Before changing these values. please refer to the CA XOsoft r12 User
Guide.

Property Value

Genera\

Rep\icaliun
2B Event Notification
) Report Handling

Back Mext FEinish Cancel

The Scenario Properties page enables you to configure the scenario
properties that affect the entire scenario. Typically, the default values are

sufficient.

If you want to configure the scenario properties at this stage, refer to
Understanding Scenario Properties (see page 138). To configure the

scenario properties at a later stage, refer to Configuring Scenario
Properties. (see page 137)
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12.

13.

Click Next. The Master and Replica Properties page opens.

@i) Scenario Creation Wizard rg‘
XOsoft Manager Master and Replica Properties
The Master and Replica properties are configured here. You can also corfigure these properties after the completion of the wizard steps.
The recommended defaut valuss ars aady listed. Before changing thess valuss. please refer to the CA XOscht 12 User Guide
+ Welcome
aimartine Master Properties Value Replica Properties Value &
7 e S ®E) Host Connection ®E) Host Connection
" Hosts =E) Replication #E) Replication
« Master Corfiguration Spool 8 Spool
+ Replica Configurstion Event Notification B Recovery
« Scenaro Properties =& Reports EE) Scheduled Tasks
b Hosts Properties Suspend off
" (= B fepico mcony Tesing or ssured Recaery fon |
Se—— E‘?:hSeIdBTI;B Mot Set
Run Scenario
=] Automatic On —
ElUser—Deimed Script Ooff
=8h2. DB Testing of Replica
[E Automatic on
|2l User-Defined Seript Off
=8N 3. Action upon Successful Test (DB ..
[E user-Defined Seript Off
=84 siwp DB
=] Automatic On
ElUser—Deimed Script Ooff
Z85. Action upon Successful Test (DB ...
[El create Shadow Copy (vS) off
[2]1 1e2r-Nafined Serint e i
[ Back il Next ][ Einish [ Cancel L

The Master and Replica Properties page enables you to configure the
properties that are related to either the Master or Replica host. Typically,
the default values are sufficient.

To verify that the Assured Recovery option is active, under the Replica
Properties list on the right, open the Scheduled Tasks group and ensure
that the Replica Integrity Testing for Assured Recovery property is
set to On. You can leave the default values of the other related properties,
and change them later if needed. For more information about AR
properties refer to Understanding Assured Recovery Properties (see page
286).

If you want to configure the Master and Replica properties at this stage,
refer to Setting Master and Replica Properties (see page 163). To configure
the Master and Replica properties at a later stage, refer to Configuring
Master or Replica Server Properties (see page 164).

Note: You can modify all the settings in this pane after the scenario is
created. However, before changing any Spool properties (which can be
configured here), review the Spool information (see page 167) for
configuration details.
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14. Click Next. If you selected HA solution the Switchover Properties page

opens.

@) Scenario Creation Wizard

a XOsoft Manager Switchover fes

Switchowver properies will be corfigured in this step. The recommended default values are listed below. Referto the User
(Guide before modifying the cument settings.

+ Welcome
+" Product Type Property Value
+ Scenario Setup |T_s"_ ' .
" Hosts B8} Hosts
« Master Configuration B8l Network Traffic Redirection
¥ Scenario Properties =& 1s Alive
¥ Hosts Propertties @@DB Management
P Switchaver Propetties &8 Action upon Success
Scenario Verification

Run Scenaric

15. From this stage, set up the scenario as you would normally following the

instructions in Creating DR Scenario (see page 46), Creating HA Scenario
(see page 195), orin the appropriate Operation Guide. After the scenario
creation is completed, run the scenario.

) CA X0soft Manager 130.119.186.172:8088 [BEE

Scenario Edit Events View Tools Help

EHEER 05 S0 NZ2E W,

[ Scenario View| 53 copview o &8 remo: &,

Scenario view - Ex
@5 Scenarios

1671140
1721671141
@5File Server Scenarios

& [» File Server
EAR Scenarios

Changed | Synchronzed Fles o 0% of spool
25K8 37.03 M| 0
258 702 mg oo iz

Root Directories |B) Properties |§iJ High Availaility Properties (g, Statistics
Events vax
D [ Severty Host/Scenaro [ me [ Event S

Exchange AR /272008 115627 AM Posting Synchronization report created at 03/02/08 11:47:32 to Repatts
Exchange AR O Connected to 172.16.71.140

AR (13/2/2008 11:47:22 AM Connected to 172.16.71.141

SM00165 4 Significant {=Exchange

SM00164 4 Significant &Exchange AR (113/2/2008 11:47:14 AM Connection with 172.16.71.140 s lost

SM00164 4 significant {=Exchange AR (1)3/2/2008 11:47:09 AM Connection with 172.16.71.1411s lost

SRO0139 A Significant %172.1671.140 (37272008 11:46:48 AM Starting Block ization (i it i ion time)

1R00304 4 o 1721671140 ©2/2/2008 114643 AM Exchiangs servicss startsd 3
‘‘‘‘‘‘ i t'1un 25 e 1t
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Once the initial synchronization is completed and the replication process is
active, the AR test can be performed.

Performing Assured Recovery Test

The Assured Recovery test can be fully automated and performed on a
scheduled basis as often as needed. Upon completion, appropriate personnel
can be alerted with the status of the test, and additional actions can be
triggered on success, for example, taking a VSS snapshot of the data or a
running a backup. Alternatively, you can perform AR test in a non-scheduled
mode, by initiating the test whenever the need arises.

In both modes, the AR test is performed in steps, according to the AR
configuration settings. Some of the steps are transparent, and are executed
automatically by CA XOsoft whenever an AR test is performed. Other steps are
visible, and can be configured as to whether and how they will be performed.

The standard steps are as follows:

1. Initiating Assured Recovery test - the AR test can be initiated either on a
scheduled basis, or in a non-scheduled mode by clicking the Replica
Integrity Testing button on the Manager.

2. Suspending application of data changes on the tested Replica - this step is
performed automatically by CA XOsoft at the beginning of each AR test.

3. Initiating a rewind component on the tested Replica - this step is
performed automatically by CA XOsoft. It is aimed at capturing all the
changes that are made to the Replica data during the test, so they can be
later rewind back to the point when the replication was suspended.

4. Starting the database services - by default, this step is performed
automatically by CA XOsoft. However, it can be switched of, replaced, or
followed by a user-defined script.

5. Testing the database - the databases are verified, by default, using the
same tests that are used to monitor the database in HA. These tests
include verifying that all services have correctly started and that all
databases have been successfully mounted. These tests can be switched
off, replaced, or followed by a user-defined script.

6. Performing actions upon successful test while the database services are
running - a user-defined script may be registered at this point to perform
actions that are desired in the event of a successful test, but which also
require that the application will be running.
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Stopping the database services - by default, this step is performed
automatically by CA XOsoft. However, it can be switched of, replaced, or
followed by a user-defined script.

Performing additional actions upon successful test while the database
services are stopped - this step is optional, and it may be used to perform
actions that take advantage of the fact that the application passed
validation tests and that it was stopped in a systematic order.

Rewinding AR Replica data and resuming replication - this step is
performed automatically by CA XOsoft at the end of each AR test. It
restores the Replica data to precisely the state it was before the test begun
using the rewind technology. Then, it resumes replication.

Performing Assured Recovery Test in a Scheduled Mode

When you set the AR test to run in a scheduled mode, it means that an AR test
will be performed automatically on a regular basis. Once you select this option
the following flexible scheduling capabilities are offered:

Testing on selected days of the week and for specific hours in a 24 hour
cycle.

Testing over selected periods (e.g., once every 36 hours) in a 7 day cycle.

Exclusion of specific dates.

The AR test schedule can be set when the scenario is created or at a later
stage.

Note: You can define only one scheduled task per scenario. If you attempt to
configure AR testing while you already have a scheduled Suspend operation
configured, the following message appears: Only one scheduled task per
scenario can be set. Suspend for host [Replica_name] is already
switched on. Do you want to turn this option off now? To switch the
schedule option to the AR test, you need to click Yes.

To schedule the AR test

1.

2.

On the Scenario pane, select the Replica you want to test.

On the Framework pane on the left, select the properties tab.

The Replica Properties list appears.

If the scenario is running, click the Stop button on the Standard toolbar.

The scenario is stopped.
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3. On the Replica properties list, open the Scheduled Tasks group. Then,
under the Replica Integrity Testing for Assured Recovery group,

select the Scheduler property, and click the Not Set value.
Hjj Properties

Replica (Stand-by) "172.16.55.3' Properties

1
-
x

=)<

Property Value
®E) Host Connection

Replication
28l Spool
F{emvery
2l Scheduled Tasks
Suspend Off
BHeplica Integrity Testing for Assured Recovery Cn
L Bscheduer ____________________[NotSot_h__________
=Bl 1. Start DB
Automati: Off
User—Defined Seript Off
=B 2. DB Testing of Replica
Automatic On
User—Defined Script Off
El 3. Action upon Successful Test (DB online)
User—Defined Script Off
=E 4. Stop DB

| €

The Assured Recovery hours dialog appears:
Assured Recovery hours

Assured Recovery hours

v [ 2] o

Days/Hours 0j1]2|3/4|5|6|7|8|9|10|11|12|/13|14|15)|16|17]|18|19]|20(21| 22|23
Sunday

Monday

Tuesday

‘Wednesday

Thursday

Friday

Saturday

Excluded dates

06/13/2008 “| [ ad | [ Remove

[[Advanced J[ ok ][ cancel ]

The Assured Recovery hours dialog is similar to the Schedule Setting
dialog, which is used for scheduling automatic synchronization. For

information about setting a schedule, see Schedule Synchronization (see
page 145).
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4. Set the schedule for automatic AR testing in the Assured Recovery
hours dialog, and click OK to save your schedule and close the dialog.

5. To activate the scheduler, click the Save button on the Standard toolbar
and start the AR scenario.

The Replica you selected for testing will be tested on a regular basis
according to the schedule you set.

Performing Assured Recovery Test in a Non-Scheduled Mode

In a non-scheduled mode, you can test Assured Recovery either automatically
or manually. When you are using the automatic method, all you need to do is
initiate the AR test by a click of a button. Then, CA XOsoft automatically
performs all the test steps, according to the AR configuration setting. Once the
test is completed, the regular replication is resumed. There is only one
difference between this method and a scheduled AR test. In a non-scheduled
automatic mode you are the one who initiates the test whenever you need, not
the Scheduler.

When you are using the manual method, you also need to initiate the AR test
by a click of a button. However, unlike the automatic method, CA XOsoft will
suspend the test after the first standard step - starting the database service.
This will occur even when all standard steps are configured as Automatic.

Note: If the Start DB property is set to Off, and there is no user-defined
script that replaces it, the only thing that CA XOsoft will do is suspending the
application of changes to the Replica in preparation for the manual AR test.

Once the replication is suspended, you can perform tests or actions directly on
the Replica without the need to later resynchronize the Master and Replica.
You can use this option for manually testing applications or data on the
Replica, or for performing tasks on the Replica instead of the Master, such as
report generation, in order to reduce the Master workload.

When you finish the manual testing or operation, you need to manually stop
the AR test suspension. This is done again by a click of a button. If other steps
and actions were configured in the AR test, such as stopping the database
services, they will be performed after you clicked the button for stopping the
test and before the test will be declared as finished. When the test is
considered finished, the replication will resume automatically.
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Perform Assured Recovery Test Automatically

To perform Assured Recovery test automatically

1. On the Manager, verify that the AR scenario is running.

: Hosts
& M172165952
E17216.953

Synchronzed Files In sped

4707 g § 0 Bytas)
47.01 B B 0 Bytes

2. To start the AR testing, on the Scenario pane select the Replica you want

to test. Then, click the Replica Integrity Testing 2 button on the
Standard toolbar, or right-click the Replica and select Replica Integrity
Testing from the pop up menu.

= | Exchange AR Runining HA/AR Exchange Online
Hosts Changed Synchronized Files In spoot
= 17216952 24 KB 47.01 MB B 0 Bytes
217 16553 I — T —— R T™
i New Ctrl+N
| Q Templates L‘ L. 4
Template Comments D Mew group Ctrl+G wrver Mode
FFile Server AR o Eer Online
#

00 suspendReplication
|@ Replica Intearity Testing N

The Replica Integrity Testing for Assured Recovery dialog opens.

%! CA XOsoft Manager X

Replica Integrity Testing for Assured Recovery

Start DB

Automatic On

User defined script Off
Replica DB testing

Automatic On

User defined script Off
Action on successhil test (DB online)

User defined script Off
Stop DB

Automatic On

User defined script Off
Action on successhul test (DB offline)

Create Shadow Copy (VSS) Off

User defined script Off

[] Manual testing

Selecting "Manual testing” will stop application of new changes
on the replica. During testing replication will continue, but new
changes will spoal on the replica, rather than be applied.

Important! To stop the manual testing press "Start/stop Replica
Integrity Testing” button once again. If you do not. new changes
will continue to spocl on the replica until the space allocated to
spool is consumed. If that occurs resynchronization will be
required.

Are you sure you want to start Integrity Testing on host

17216953 7

In this dialog, the configuration you set for the AR test is displayed.
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3. To start the automatic AR test using the existing configuration, click OK.

Notes:

m To change the test configuration before running the test, click Cancel,
and refer to Setting Assured Recovery Properties (see page 284).

m  To manually perform the AR test, select the Manual testing check
box, click OK, and refer to Perform Assured Recovery Test Manually
(see page 282).

After you initiate the AR testing, the Replica Integrity Testing for
Assured Recovery dialog is closed. Then, before the test begins to run,
CA XOsoft verifies that no synchronization, AR test or replication
suspension are currently in progress on any of the hosts that participate in
the current scenario.

Once the verification stage ends, the AR test begins.
[, Stetistics v @ X
Scenario Statistics w

0 % of spool

The steps of the test are displayed as messages in the Event pane.

Host//Scenario
=172.16953 ‘Replication to replica 172.16.95.3

217216953 Exct I ity Testing on replica 1/2.16.95.3 is finished
Exchangs services stopped
Stopping Exchange services

ic & testing on replica 172.16.95 3 is

Exchange services stated
Starting Exchange services

Replica 172.16.95.3 suspended for Intearty testing

Poting A red Recowen, report crostad ot 06/17/08 17513816 Rapats |

G ito 172.16.953
C to 172.16.952

Events | Scenario Validation Resuits
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After the test is finished, the Replica is automatically restored to precisely
the same state it was when the replication was suspended. This is done
through the underlying rewind technology. Then, the changes that were
accumulated in the spool are applied, and the replication is resumed and
continues normally.

By default, once AR test is performed, an Assured Recovery Report is
generated.

m CA XOsoft Report Center

Report Center Home Page

CA XOsoft replication r12

Assured Recovery Report

Scenario name: | Exchange AR
Scenario id: 3236985457
Scenario type: Exchange
Master host: 130.119.185.152
Replica host: 130.119.185.153
Integrity test start time: 23/0319:14:07
Integrity test finish time: 23/0319:16:47

@ Start Exchange 23/03 19:14:07 Success
@ Start Services 23/03 19:16:04 Success

@Testing Exchange 23/03 19:16:04 Success

@ Stop Exchange 23/03 19:16:05 Success

@ Stop Services 23/03 19:16:46 Success

Notes:

m If the Assured Recovery Report was not generated, on the Replica
Properties list under the Reports group, check the value of the
Generate Assured Recovery Report property.

m To view the report, refer to Viewing a Report (see page 94).

All the tasks that were performed during the test are listed in the AR
Report, along with their activation time and status.
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Perform Assured Recovery Test Manually

To perform Assured Recovery test manually
1. On the Manager, verify that the AR scenario is running.

2. To start the AR testing, on the Scenario pane select the Replica you want

to test. Then, click the Replica Integrity Testing = button on the
Standard toolbar, or right-click the Replica and select Replica Integrity
Testing from the pop-up menu.

The Replica Integrity Testing for Assured Recovery dialog opens.

! CA XOsoft Manager X]
Replica Integrity Testing for Assured Recovery
Start DB

Automatic On

|User defined script Off
&

|:_£-| On

|i-| Off
&

= Off
Manual DB testing
Stop DB

Automatic On

User defined script Off
&

Ii-| Off

Ii-| Off

Manual testing

Selecting "Manual testing™ will stop application of new changes
on the replica. During testing replication will continue, but new
changes will spocl on the replica, rather than be applied.

|mportant! To stop the manual testing press "Start/stop Replica
Integnity Testing™ button once again. If you do not, new changes
will continue to spool on the replica until the space allocated to
spool is consumed. If that occurs resynchronization will be
required.
Are you sure you want to start Integrity Testing on host
172169537

oK ] [ Cancel

In this dialog, the configuration you set for the AR test is displayed.

3. To start the manual AR test using the existing configuration, select the
Manual testing check box. Once this check box is selected, the dialog
changes to reflect only the actions that will be performed in a manual
mode.
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Notes:

m To change the test configuration before running the test, click Cancel
and refer to Setting Assured Recovery Properties (see page 284).

m To automatically perform the AR test, clear the Manual testing check
box, click OK and refer to Perform Assured Recovery Test

Automatically (see page 279).

Click OK to close the dialog and start the manual testing.

m If the Start DB property is set to On, or a user-defined script is set to
replace it, these actions are performed and then the test is suspend.

m If no action is set to take place at this step, the replication and test are
suspended at this stage.

From this stage, the only automatic action that CA XOsoft performs, unless
other actions are configured as Automatic, is suspension of updates on the
Replica.

Once the replication is suspended, the following message appears in the
Event pane: Replica is ready for Manual Integrity Testing.

Now, you can start performing any test you want directly on the Replica
host, including making changes to the database. Note that these changes
will not be saved once the AR test will be finished, due to the rewind
process.

Important! Do not restart the tested Replica at this stage. If you do, all
the changes that accumulated on the spool will be lost.

After you finished testing the Replica host, click again the Replica

Integrity Testing button to resume replication.

Important! If you do not click the Replica Integrity Testing button a
second time at the end of the test, changes will continue to spool up on

the Replica host. Eventually, the spool on the Replica host overflows and
the scenario is stopped.

A confirmation message opens.

CA X0soft Manager X

\;.f/ Are you sure you wish to stop Replica Integrity Testing?

[ ‘fes l [ Mo

Click Yes to stop the AR test. If other steps and actions were configured in
the AR test, such as stopping the database services, they will be
performed before the test will be declared as finished. When the test is
considered finished, the replication will be resumed automatically.
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9. After the test is finished, the Replica is automatically restored to precisely
the same state it was when the replication was suspended. Then, the
changes that were accumulated in the spool are applied, and the
replication is resumed and continues normally.

10. By default, once AR test is performed, an Assured Recovery Report is

generated.

Setting Assured Recovery Properties

The Assured Recovery property values determine the entire scenario's default
behavior concerning AR testing: scheduling, starting and stopping database
services, running user-defined scripts upon success, creating VSS snapshots of

the Replica data, and more.

Configuring Assured Recovery Properties

To configure AR properties, the scenario must be stopped.

Note: The Properties pane and its tabs (Root Directories, Properties,
Statistics) are context sensitive, and change whenever you select a different

node from a scenario folder.

To set AR scenario properties

1. On the Scenario pane, select the Replica that you want to test and whose

properties you want to configure.

2. On the Framework pane on the left, select the Properties tab.

The Replica Properties list opens.

i Properties » 3 X

Replica (Stand-by) '172.16.55.3 Properties

-

Property

Value

Host Connection

Replication
Spool

Recovery
Scheduled Tasks
Event Notification
Repori=

[T Root Directories Properties ﬁ High Awvailability Properties
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Note: A running scenario has a gray background, and scenarios that are
not running have a white background.

If the scenario is running, click the Stop Q button on the toolbar. The
scenario is stopped.

On the Replica Properties list, open the Scheduled Tasks group to display
the Replica Integrity testing for Assured Recovery properties.
Hij Properties

L]
a
x

Replica (Stand-by) "172.16.95.3 Properties “
Property Value )
Host Connection
Replication
Spool
Recovery
&) Scheduled Tasks
Suspend Off
= B Replica Integrity Testing for Assured Recovery
Scheduler Mot Set
=) 1 Start DB
Autu:-mati: On
User—Defined Script Off =
=E)2 DB Testing of Replica
Autu:-mati: On
User—Defined Script Off
El 3. Action upon Successful Test (DB online)
User—Defined Script Off
=B 4. stop DB
Automati: On
User—Defined Script Off
E| 5. Action upon Successful Test (DB offline)
Create Shadow Copy (VE3) Off
User—Defined Script Off
E\rent Notification v
< | >

From the list, select the required property, and select or enter the
appropriate values. Some values can be selected from a combo box while
other values can be manually entered in an edit box field.

Click the Save button on the Standard toolbar to save and apply your
changes.
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Understanding Assured Recovery Properties

Scheduler

Start DB

This section lists the Assured Recovery properties, corresponding values, and
provides an explanation of each property.

Note: On Windows x64, you cannot run scripts that activate applications with
UL

The Scheduler enables you to automatically run AR test according to a pre-
defined schedule, say every few hours, once a day, or several times a month.
To set the scheduler, see Performing Assured Recovery Test in a Scheduled
Mode.

This property defines the first step in the AR test: starting the database
services on the Replica.

Automatic

By default, this property is set to On. To use script to replace the
automatic initiation of database services, set this option to Off.

User-Defined Script

You can specify a script to augment or replace the standard step to start
the database services.

To replace the standard step, set Automatic to Off and set User-Defined
Script to On. Then, specify the full pathname of the script to be executed
in the Script Name box.

To execute the script following the standard step, leave Automatic set to
On.

Script Name (full path)

Enter the name and full path of the script that is invoked following
the starting of database services or instead of it.

Arguments

Additional arguments to pass to the script, which is specified in the
previous property. Arguments entered here are static values.
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DB Testing of Replica

This property defines the second step in the AR test: verifying that all
application services have started properly and that all databases or information
stores have mounted successfully and are in a valid state.

Automatic

By default, this property is set to On. To use script to replace the
automatic actions performed during this database validation stage, set this
option to Off.

User-Defined Script

You can specify a script to augment or replace the actions performed
during this database validation stage.

To replace the standard step, set Automatic to Off and set User-Defined
Script to On. Then, specify the full pathname of the script to be executed
in the Script Name box.

To execute the script following the standard step, leave Automatic set to
On.

Script Name (full path)

Enter the name and full path of the script that is invoked following the
database validation step or instead of it.

Arguments

Additional arguments to pass to the script, which is specified in the
previous property. Arguments entered here are static values.

Actions upon Successful Test (DB Online)

After the Replica is successfully tested, the application data is in a known, valid
state. You may want to make use of this fact, for example, to ensure that a
backup is performed at this point on validated data. If the action you want to
perform requires that the application is running and the databases or
information stores are mounted, then it should be registered through a script
here, in this step, by specifying the script details in the User-Defined Script
boxes. This section has no default actions.

User-Defined Script
Script Name (full path)

Enter the name and full path of the script that is invoked when the
application is still running and the databases or information stores are
mounted.

Arguments

Additional arguments to pass to the script, which is specified in the
previous property. Arguments entered here are static values.
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Stop DB

This property defines the third and final step in a standard AR test: stopping
the database services once the testing is complete.

Automatic

By default, this property is set to On. To use script to replace the
automatic stopping of database services, set this option to Off.

User-Defined Script

You can specify a script to augment or replace the standard step to stop
the database services.

m To replace the standard step, set Automatic to Off and set User-
Defined Script to On. Then, specify the full pathname of the script to
be executed in the Script Name box.

m To execute the script following the standard step, leave Automatic set
to On.

Script Name (full path)

Enter the name and full path of the script that is invoked following the
stopping of database services or instead of it.

Arguments

Additional arguments to pass to the script, which is specified in the
previous property. Arguments entered here are static values.

Actions upon Successful Test (DB Offline)

As noted in Actions upon Successful Test (DB Online) above , at this stage
the application data is in a known, valid state and you may want to copy it or
perform a backup or a snapshot. If the action does not require the application
to be running, it should be registered through a script here, in this step, by
specifying the full pathname of a script in the User-Defined Script section.

Note: On Windows Server 2003 and up, you can generate VSS snapshots
automatically (see Configuring VSS Snapshot Creation (see page 289)).

User-Defined Script
Script Name (full path)

Enter the name and full path of the script that is invoked after the AR
test is completed successfully.

Arguments

Additional arguments to pass to the script, which is specified in the
previous property. Arguments entered here are static values.
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Using VSS Snapshots

CA XOsoft enables you to easily use Microsoft's Volume Shadow Copy Service
(VSS) to create, view and manage VSS snapshots of the Replica data.

Important! You can use VSS only on Windows Server 2003 and up (not on
earlier versions).

You can set up automatic creation of VSS snapshots in association with two
operations: during replication suspension and after the Assured Recovery test
is completed successfully. In addition, when CA XOsoft is integrated with
ARCserve, a VSS snapshot is automatically created upon each ARCserve
backup. All these snapshots are displayed in CA XOsoft Snapshots
Management window, which allows you to monitor and manage them.

Configuring VSS Snapshot Creation

By default, CA XOsoft does not automatically create VSS snapshots. In order
to activate this option, you need to set to On the Create Shadow Copy
(VSS) property of the required Replica. This property is associated with two
operations - replication suspension and AR test. Since you cannot set both
operations on a scheduled mode for the same Replica, you need to configure
the Create Shadow Copy (VSS) property with regards to one of these
operations.

Note: Manual suspension cannot cause the creation of VSS snapshots. VSS
snapshots will be created automatically only when associated with scheduled
suspension.
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Sefting Up Snapshot Creation

To set up a snapshot creation

1. On the Scenario pane, select the Replica for which you want to create VSS
snapshots.

2. On the Framework pane on the left, select the Properties tab.

The Replica Properties list opens.

M e - 3 X
Replica (Stand-by) 172 16 55 3 Properties w
Property Value

Host Connection |
Replication
Spool
Recovery
Scheduled Tasks
Event Notification
Repori=

D Root Directories Properties ﬁ High Awvailability Properties

3. If the scenario is running, click the Stop Q button on the toolbar. The
scenario is stopped.

4. On the Replica Properties list, open the Scheduled Tasks group to display
the Suspend and the Replica Integrity testing for Assured Recovery
properties.

Replica (Stand-by) "172.16.95.3' Properties w

Froperty Value

Host Connection
Replit‘.alion
=& spool
Reccwery
=& Scheduled Tasks

Suspend Off

Replica Integrity Testing for Azsured Recovery Off
Evenl Motification
Reporls

[ Root Directories |El) Properties [Si&i High Availability Properties
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On either the Suspend or the Replica Integrity testing for Assured
Recovery property, set the value to On.

The Create Shadow Copy (VSS) property opens along with its related

properties.
Replica (Stand-by) "172.16.595.3" Properties w
Froperty Value
Host Connection
Replic‘.alion
Spool
F{ecmrery
=& Scheduled Tasks
| =Bswspera o
Schedule Mot Set
E| Create Shadow Copy (VSS] On
Number of Snapshots to Keep 10
Shadow Storage Volume Default
Max Storage Size per Volume Unlimited
Heplica Integrity Testing for Azsured Recovery Off
Event Notification
Reporls
Notes:

m If you set to On the Replica Integrity testing for Assured
Recovery property, the Create Shadow Copy (VSS) property
appears under the Actions on Successful Test (DB Offline) group.

m To associate VSS snapshot creation with the Suspend property, you
need to schedule the suspension. Manual suspension will not create a
VSS snapshot.

To activate the automatic creation of snapshots, set the Create Shadow
Copy (VSS) property value to On.

Set the other VSS properties, according to the information provided in
Understanding VSS Snapshot Properties (see page 293).

Click the Save button on the Standard toolbar to save and apply your
changes, and start the scenario.
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Now, after an AR test or during suspension, a VSS snapshot will be created
automatically. The creation of the snapshot is indicated in the Event pane.

D Host/ Scenario Event

SRO0104 =172.16.95.3 Replication te replica 172.16.95.3 resumed

SR00392 =172.16.95.3 Exchange Integrity Testing on replica 172.16.95.3 is finished
IRDO155 =17216553 Shadow Copy Id for volume C:\is {27565¢61-2635-4dF2-89df-3a94al1ccb48)
IRD0197 217216953  Shadow Copy is built successtully

IRDO175 =17216.95.3 Building Shadow Copy

IRDO312 =17216553 Exchange services stopped

IMD0405 =HExchange AR Posting AssuredRecovery report created at "06/25/08 17.02:03 to Reports
IRDO308 =17216553 Stopping Bxchange services

SRO0389 =172.16.95.3 Autematic Exchange testing on replica 172.16.95.3 is successful

Once a snapshot is created, you can view and manage it through the
Snapshots Management window.
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Understanding VSS Snapshot Properties

This section lists the VSS Snapshot properties, corresponding values, and
provides an explanation of each property.

Create Shadow Copy (VSS)

To create VSS snapshots automatically during replication suspension or
after successful AR test, set this option to On.

Preferred Number of Snapshots to Keep

Enter the number of snapshots you prefer to save and monitor. Once
this number is reached, the oldest snapshots are replaced with newer
ones. However, if the oldest snapshot is mounted or locked for backup,
it is not deleted. Then, the new snapshot is added to the snapshot list
even if the number is exceeded. Other internal VSS reasons can cause
the number of saved snapshots to be higher than you specified. The
default no. is 10 snapshots.

Universal Shadow Storage Volume

Specify the volume on which the snapshots will be stored. Note that
this property cannot be set for each scenario separately. The storage
location of the first VSS snapshot that is created in the system, applies
to all other succeeding snapshots.

Max Storage Size per Volume

Enter the maximum storage allowed per volume used by snapshots
(MB).
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Viewing and Managing Snapshots

Viewing Snapshots

CA XOsoft provides you with a special window for managing your VSS
snapshots.

To open the Snapshots Management window

m  On the Manager, click the Snapshot View | @ snapshot mew| button on the
Viewing toolbar.

The Snapshots Management window opens.

) CA XOsoft Manager 130.119.186.172:8088 =13
Scenario Edit Events View Snapshot Tools Help

(i oo (B | CE 8 v O3 0 | | 0 BB WD m s | RO

CEE Scenario View 3 CDP View @ Snapshot View ﬁ Remote Installer Monitor ’5:} Host Maintenance Monitar =

Snapshots Management - 3 X

Select replica host:
[172.16953 /| [ Add Host NametP_|

Available snapshets for selected replica:

Scenario Nam | Snapshot Guid | Created Creator Is Exposed Expose Path Source Path Storage Path | Locked for Backup
File Server 1~ {32d42635-fel_. 6/23/2008 4:42_

File Server 1 {d1fl1487-d75.. 6/23/2008 4:45_ Suspend True ci c: False

File Server 1 {c8f3333b-895.. 6/23/2008 4:51.. Suspend False ct ct False

File Server 1 {Ba248816d-13. 6/23/2008 5:03. Suspend False ci c: False

File Server 1 {a31dffec-110.. &/22/2008 5:09. Suspend False cl c False

File Server 1 {9d5763e6-f68_. 6/23/2008 5:12. Suspend False ci c: False

File Server 1 {dde8f2d7-5d1.. 6/23/2008 5:15. Suspend Falze cl c False

File Server 1 {49743389-ad.. 67232008 5:18. Suspend False cit ct False

Exchange AR {1c00e318-da.. 6/23/2008 5:24. AR False cl C/ False

Exchange AR {fc2593d8-665.. 62372008 5:31.. AR False ci ct False

< | &

In this window, the VSS snapshots that were created for each existing
Replica are displayed, according to the selected Replica.

You can change the Replica whose snapshots are displayed by using the
Select replica host drop-down list. The Replica hosts that appear on the
list are all the Replica hosts that participate in existing scenarios.

If a Replica that had snapshots participated in a scenario that was
removed from the Manager, it does not appear on the list. To display
snapshots of a Replica that no longer appear on the list, you can add it

manually by using the Add Host Name/IP [ L button.
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Managing Snapshots

The following information is provided for each snapshot:

m  Scenario name - the scenario in which the snapshot was created.
= Snapshot Guid - the unique ID that identifies the snapshot.

m Created - the date and time of the snapshot creation.

m  Creator - the type of operation that is associated with the creation of
the snapshot. Two types are available: Suspend and AR.

m Is Exposed - indicates whether the snapshot was exposed ("True") or
not ("False").

m  Expose Path - where the snapshot was exposed.
m  Source Path - the volume/directory that the snapshot captured.
m Storage Path - where the snapshot was stored.

m Locked for Backup - this column refers to snapshots that were taken
as a part of Arcserve backup. If the backup is not complete yet, you
cannot manage the snapshot, and the value that appears is "True". If
the backup is complete, or if the snapshot is not associated with
ARCserve, the value is "False".

Once the snapshots are displayed, you can start managing them.

To manage snapshots

On the Snapshots Management window, select the snapshot you want to
manage. Then, open the Snapshot menu and select the required option,
or right-click and select the required option from the pop-up menu.

&) CA XOsoft Manager 130.119.186.172:8088

Scenario  Edit Events View Snapshot Tools Help

o E 8 (G5 ee [ TE O BBk sy | R L

EE} Scenario View 3 CDP View @ Snapshot View S Remote Installer Monitor 54 Host Maintenance Monitor =

Snapshots Management - B X

Select replica host:
[17218952 ~ | [add Host NamelP_|

Awailable snapshots for selected replica:

Scenario Nam | Snapshot Guid | Created Creator |s Exposed Expose Path Source Path Storage Path Locked for Bac
File Server 1 {32d42635-fe1 . 6/23/2008 4:42. Suspend Falze cl c False

File Server 1 {d11487-d/5.. 6/2372008 4:45.. Si 5

File Server 1 {c3f3393b-895.. £/23/2008 4:51.. Sus| @l BxposeunderFolder c/ c/ False

File Server 1 {Ba48816d-13.. /232008 5:03.. Sus <% Expose as Drive Letter cJ cJ False

File Server 1 {s31dffec-110_ 6232008 508 Sus| | = ci ci False

File Server 1 {9d5763e6-f68.. 6/23/2008 5:12.. Sus| kil o) cd False

File Server 1 {ddeBf2d7-5d1_. 6/23/2008 5:15. Sus cJ cJ False

File Server 1 {4974338%-ad.. 6723/2008 5:18. Susj ci c: False
Exchange AR {1c00e318-da_. 6/232008 5:24. AR cJ cJ False

L
Exchange AR {fc2593d8-665.. /232008 5:31. AR ;;2 Delete ci C:l False

(%) Refresh
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The available actions are:

Expose under Folder - expose a snapshot as a local read-only folder
by mounting it on an unused folder.

Expose as Drive Letter - expose a snapshot as a local read-only
volume by mounting it on an unused drive letter.

Notes:

m  An exposed snapshot remains exposed through subsequent boots.
Dismounting an exposed snapshot releases it without losing the
snapshot itself.

m  The Expose and Mount actions produce the same result -
mounting a snapshot to a certain path. The difference between
them is that when you want to mount a snapshot for the first time,
you cannot use the Mount action directly and you need to use the
Expose action. The Expose action both exposes and mounts the
snapshot. Then, you can use the Unmount and Mount actions.

Mount under Folder - mount an exposed snapshot on an unused
folder.

Mount as Drive Letter - mount an exposed snapshot on an unused
drive letter.

Unmount - release an exposed snapshot without losing the snapshot
itself. The snapshot is still exposed but it does not use a mount point.

Delete - delete a snapshot. You can delete several snapshots at once
by using the Ctrl key.

Refresh - refresh the snapshot list to display the most up-to-date
snapshots.
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This section provides instructions for creating, managing and using the CDP
Repository module.

This section contains the following topics:

Understanding the CDP Repository (see page 297)

Configuring the CDP Repository (see page 299)

Setting CDP Scenario Properties (see page 313)

Understanding the CDP Repository Statistics and Reports (see page 319)
Retrieving Deleted Outlook Items Using the E-mail Retrieval (see page 327)

Understanding the CDP Repository

The CDP Repository module provides the ability to store deleted Outlook items,
to search for certain items according to different criteria, and to retrieve them
upon end-users requests. Thus, it helps the enterprise to better protect,
manage and use its Exchange server environment.

The CDP Repository module uses CA XOsoft data replication and recovery
capabilities, and introduces the ability to restore and retrieve a single or
numerous deleted messages upon end-user requests, without administrative
intervention. The CDP Repository uses the data that was replicated from the
Master and stored on the Replica servers. Therefore, the bulk of the data
processing is done outside the production servers, avoiding performance
overload.

When scanning the replicated data, the CDP Repository use of indexing allows
it to capture and process only changes that occur in this data. This means that
when a request arrives, only deleted messages are scanned, and consequently
the retrieval process is rapid and efficient. The deleted messages are kept in
the CDP Repository even if the scenario that initially replicated them is deleted
from the Manager.

There are two kinds of users who use the CDP Repository:

m  End-user: A user who has an account in the enterprise domain and a
mailbox in the replicated Exchange Store. Using the Web-based E-mail
Retrieval, each end-user can directly access his or her own deleted
messages, search and sort them, and retrieve the ones that are needed.
The end-users have access only to their mailbox. They do not need to have
any knowledge of the underlying system, only an access to the easy-to-
use E-mail Retrieval.
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Administrator: A user who configures and manages the CDP Repository
via the CA XOsoft Manager. The administrator configures through the
Manager the CDP Database and the Exchange scenario properties that
define when to run the data extraction operation and where to store the
extracted data. The administrator is not expected to be a DBA in order to
manage the CDP Repository.

The administrator is responsible for defining the types of Outlook items
that can be retrieved. These can include: e-mail messages, appointments,
contacts, tasks, journal entries, notes, and attachments. The administrator
also set a retention policy that determines for how long the deleted
messages will be kept, according to size and type, and the maximum disk
space allocated for the deleted messages. Once this size is reached, new
deleted messages are not inserted into the CDP database.

The administrator can configure all the relevant CDP settings. However,
unless the administrator will explicitly log on as a DB owner to the SQL
Server (not through the CA XOsoft Manager) he will not be able to view
the content of the users' mailboxes. That way, an organization can set a
stricter privacy policy, by which the CA XOsoft administrator has no direct
access to the users' mailboxes.

Important! The CDP Repository module can be used with both DR and HA
solutions. It is activated solely with Exchange scenario.

CDP Repository Components

The CA XOsoft CDP Repository consists of five components:

CDP Storage - a storage area that resides in an instance of SQL Server
2005 and contains the entire deleted message data. The deleted messages
can be stored in one or several databases. The SQL configuration is done
through the CDP Admin, and multiple Exchange servers can use the same
repository. Besides SQL Server 2005, this component does not need any
additional installation.

CDP Web Server - a component that receives end-user requests
regarding deleted messages, passes queries on to the CDP Storage,
receives from it the requested information, and passes it back to the user
via the E-mail Retrieval component.

CDP Support - a component that supports the CDP Repository functions
and activities. It extracts deleted messages from database files and feeds
them to the SQL Server. This component is installed as an additional
component during the Engine installation.

CDP Admin - a User Interface that resides in the Manager, which enables
administrators to configure and deploy the CDP Storage retention and
quota policies. It is installed as part of the Manager installation.
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= E-mail Retrieval - an end-user web-based GUI, which enables users to
search for deleted Outlook items and retrieve them. It can be opened from
any workstation with a Web browser and a connection to the CDP Web
Server machine, without additional installation.

A typical deployment of CDP Repository shows the component residing on its
own web or IIS server.

Replica (Engine)
b ge

Master (Engine) Replica (Engine +

CDF Support)

Manager
Control Service {CDP Admin)

E-mail Retriaval CODF Wab Server
{or axisting 115 Sarver)

Configuring the CDP Repository

There are three steps in configuring the CDP Repository

1. Defining the CDP Database (see page 300).

2. Creating an Exchange scenario with the CDP option (see page 305).

3. Running the scenario.

The CDP Database configuration needs to be done before the scenario
creation.
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Defining the CDP Database

The CDP Database configuration consists of three tasks:

1.
2.
3.

Selecting the SQL instance that will contain the new CDP repository.
Defining the name and the path of the repository.

Setting the retention and quota policy for the entire database and for each
message type folder.

To define the CDP database

1.

On the Manager, open the CDP View by selecting the CDP View

® 3 CDPView ) o )
option button on the Viewing toolbar. Alternatively,
select from the View menu the Active View - CDP View option.

The CDP View opens.

&) CA XOsoft Manager - @130.119.185.151:8088

ents View CDP Snapshot Tools Help
CE s G5 I, 1) B @ D L) p a2 R @ L
&8 RE

EBEIEY COP Properties -3 x

2. To create a CDP Database, select from the CDP menu the Add Database

option.
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The Select SQL Instance dialog opens.

£| CDP Database Creation Wizard

Select SQL Instance
XOsoft Manager
Select SQL Instance whers COF Databass wil bs installsd

P Select SQL Instance
Create CDP Database
Quota and Retention Policy (® Select instance from CDP Locations/Enter instance name manually

| v

QO Select from discovered SQL instances

Cancel

In this page, you select the SQL instance where the CDP database will be
created.

When creating a CDP database for the first time, do one of the following:

m  Manually enter the SQL instance name - select the first option button,
and enter the name in the empty box.

m Select the instance name from a list of existing instances - select the
second option button and click the Discover SQL Instances button.
CA XOsoft automatically discovers the existing SQL instances, and
displays them.

£/ CDP Database Creation Wizard

XOsoft Manager Select SQL Instance

Select SQL Instance whers CDP Databass wil be installed

P Select SQL Instance
Create CDP Database
Quota and Retention Policy O Select instance from CDP Locations/Enter instance name manually

@ Select from discovered SQL instances

[ Discover SQL Instances

QAI5-W2K3-5QL & 1sTAQAB2S2
&8 2kz-3001 &
&2k saL2 & MSSQLSERVERZ
Ejcor-DEv-saLoe & MSSQLSERVERZ
& Ix0-aat045aLT <] 2K3DVEXT\MS5ALE_ 0N
& 1o0ase7 (=) 2KIDVEXT\OFFICESER))
&3 1LX0-5P-5P 2 OFFICESERVERS $H04R2W2KI-50L GOOGLE
€ 1oo-saLs & /2K3-SQLUNSTANCE
€ 15TA0AR2-51 Eosszsou

|~

LCancel
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Select from the list the required SQL instance.

4. After defining the SQL instance, click Next. The Import or create CDP
Database page opens.

£| CDP Database Creation Wizard

Import or create CDP Database
XOsoft Manager v
Import an existing CDP Database that belongs to selacted SQL Instancs or craate a naw ane.

+ Select 5QL Instance
Create CDP Database
Quota and Retention Policy Databases already added

) Import CDP database

(@) Create a new databass

[ Back N Cancel

To create a new CDP database, select the Create a new database option
button. If you already created a CDP database and you want to re-use it,
select the Import CDP database option button and import the database.

5. Click Next. The Create CDP Database page opens.

£| CDP Database Creation Wizard

Create CDP Database
XOsoft Manager
Enter CDP Database properties.

4 Select SQL Instance
I Create CDP Database

Quota and Retention Policy Database Name [x0_EmalL]

Database File

C\Program Files\Microsoft SQL ServerMSSQL 1\MSSQLIDATA
C:\Program Files\Microsoft SQAL ServerMSSQL TIMSSQLDATA

[ Back Finish

J J

In this page, you can see the default CDP Database name and its storing
path.

Concel
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Note: If you click Cancel at this stage, the following message opens.

Remove Database

‘You are going to cancel COP Database Creation Wizard, Database 'KO_EMAIL' is already created. Remave?

I Ves l [ Mo ]

Since the CDP Database is already created, you have the option of keeping
it and configuring it at a later stage, or removing it from the SQL Instance.
Select the required option. If you click Finish, the new CDP Database will
be kept automatically.

In the Create CDP Database page, keep the default database values or
change them. Then, click Next.

The Quota and Retention page opens.

£ CDP Database Creation Wizard

Quota and Retenti
XOsoft Manager aan fen

Define Database Quota and Retention

+ Select SQL Instance
+ Create CDP Database

P Quota and Retention Policy Database
=47 QAS5-W2K3-5aL

Property
El Database Name | XO_EMAIL
[l Quota Limit (MB .. 1024
ERetent\on (in Days) 30

[ Finish ] Cancel

In this page, you define for the entire database its Quota Limit, meaning
the maximum disk space allocated for the deleted messages. Once this
size is reached, new messages will not be inserted into the database. You
can also define a Retention period for the database, meaning for how
many days the deleted messages will be kept in the CDP database.

To change the default quota limit of the entire database, from the
Property area on the right, select the Quota Limit property, and double-
click the value field to enter a new size in MB.
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8. To change the default aging period of the entire database, from the
Property area on the right, select the Retention property, and double-
click the value field to enter a new number in days.

9. After you defined the quota and aging policy for the entire CDP database,
select Finish.

The CDP database is created and configured. It appears on the CDP View
window.

@CAXquftmnager—@130.119.135.152:8033
Scenario  Edit Events View CDP Snapshot Tools Help

BoE@ b e ERELNBR Y S me xR G,

& Scenario View 3 CDP View @ Snapshot View ﬁRamute Installer Manitor §J Host Maintenance Monitor = 3 s =

CDP Locations LB 8 | CDP Properties -
e -
=I¢7 QASE-W2K-SAL B Database Name XO_EMAIL
BRSO [l Quota Limit (MB per Mailbox) 1024
= General Info X
[E) Data Path:  C:\Program Files\Microsoft SQL ServerMSSQL1.. [l Retention (in Days) 30

E] Leg Path:  C:\Program Files\Microsoft SQL ServerMSSQL1..

10. You can change the database configuration from here as well.

To configure the CDP database from the CDP View, select the database on
the Database pane on the left, and change its property values on the
Properties pane on the right.
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Creating an Exchange Scenario with the CDP Option

To activate the CDP Repository module, you need to create an Exchange
scenario with the CDP option enabled.

To create an Exchange scenario with CDP

1. On the Manager, click the New button on the Standard toolbar.

The Scenario Creation Wizard opens.

&) Scenario Creation Wizard rg|

Welcome to the New Scenario Wizard
XOsoft Manager

This wizard will help you create a new scenario, ither from scratch or using a predefined template. It may also be used to
create new templates. When the scenario creation is finished, you will be abls to run the scenario

b Wl To exit the wizard and continue corfiguration manually from any step. click the Finish button.

Product Type
Scenario Setup
Scenario Verification
Run Scenario

(&) Create a New Scenario

() Create a New Template

Assign a Scenario Group (select existing one or enter a new group name)

Scenarios L4

Next Cancel

2. Select the Create a New Scenario option button, and click Next.

The Select Server and Product Type page opens.

@ Scenario Creation Wizard rX|

Select Server and Product Type
XOsoft Manager
Select one of the licsnsed server and product types listed below, and the required task. ff the desired option is not listed,

do one of the following
If you have an appropriate license key, ext the wizard by clicking Cancel, and select from the Help menu the Register
aption

<« Welcome
P Product Type

Select Server Type

Scenario Setup [3) File Server 13 M5 Hyper-V
Scenario Verification 2! MS Exchange “fa, SharePaint
Run Scenario & Oracle (5 vCenter

{3 SO Server
€ MS 1IS Server
% CA XOsoft Control Service

Select Product Type
(® Replication and Data Recovery Scenario (DR}
O High Availabiity Scenario (HA)

Tasks on Replica
® None
O Integrity Testing for Assured Recovery (AR)
) ARCserve Backup

[ with Integrity Testing
] Stors daleted emal items in =posito
[¥] Stors daletsd smail CDP Repository

Back [ Next J(_mnish ][ cancel
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Select the required scenario options, as follows:

m  From the Select Server Type list, select MS Exchange.

m  From the Select Product Type options, select either Replication and
Data Recovery or High Availability Scenario.

m  From the Tasks on Replica options, select Stored deleted email items
in CDP Repository.

Click Next. The Master and Replica Hosts page opens.

(@) Scenario Creation Wizard

m XOsoft Manager

" Welcome
% Product Type

Master and Replica Hosts
Enter the hostname or IP address for both the Master (source) and Replica flanget) hosts.

If the scenario will involve more than one Replica, add one Replica now, and manually add the other Replicas in the

Scenario pane once you completed the wizard steps.

£

« Scenario Setup Scenaric Name Exchange COP
P Hosts
CA ¥Dsoft Engine Verfication Master Hostnama/IP | [..] Port [ 25000
Master Configuration
Replica Directories Replica Hostname/IP D Port | 25000
Scenario Properies
Hosts Properties [] Assessment Mode
CDP Properties
Scenario Verification Verify CA XOsoft Engine on Hosts
Run Scenaro
[T] [ FEinish [ Cancel ]

Enter the required information, as follows:

Scenario name - accept the default name or enter a new name for

Master Hosthname/IP and Replica Hostname/IP - enter the name
or IP of the Master and Replica hosts, or use the Browse button to

Note: If either server is a MSCS cluster, enter the Exchange Virtual
Server Name or IP address as the Master and/or Replica nhame (instead
of the physical node's name or IP).

In the Port boxes: accept the default port no. (25000) or enter a new
port numbers for the Master and Replica.

Assessment Mode - make sure this check box is NOT selected.

| ]
the scenario.
| ]
find it.
| ]
| ]
| ]

Verify CA XOsoft Engine on Host - select this option if you want the
system to verify whether Engines are installed and running on the
Master and Replica hosts you specified in this page. If you select this
option, the Hosts Verification page appears after you click Next.
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6. Click Next. The Master Configuration page opens.

&) Scenario Creation Wizard rz‘
Select Database for replication
XOsoft Manager i N
Auto-discovery result for M3 Exchangs Server on host 130.1158.185.152 are listed below. By default 2l Database will be
replicated. To remove specific Database from replication uncheck the comesponding check box.

+ Welcome

o e e Database Full Path

%" Scenario Setup F =& Microseft Exchange Server

" Hosts F =I5 QAS-W2KI-EXT
P Master Corfiquration F EE InformationStore
o T = = First Storage Group
eplica Lirectones

e 7 5 Leg File Path [ C:/Program Files/Exchsryr/imdbdata
Seenario Froperties =3 5 System Path (2 C:/Program Files/Exchsrvrimdbdata
Hosts Properties F =) Mailbox Store (QASS-W2K3-EX1)
COF Properties F (2 EDB File Path [8] C:/Program Files/Exchsrvrimdbdatalprivi.edb

5 io Verification F {2 STM File Path [El C:/Program Files/Exchsrvrimdbdataipriv.stm

B =3 =& Public Folder Store (QAI5-W2K3-

R Scenne F 1 EDE File Path [) C:/Program Files/Exchsrvrimdbdataipubl edb
F {2 STM File Path [E] C:/Program Files/Exchsrvrimdbdata/publ.stm
£

[ Back ] Mext ][ Finish ] [ Cancel ]
=

CA XOsoft auto-discovery component automatically discovers all Exchange
databases on your Master server. These are the databases that can be
replicated and protected.

7. By default, all the discovered databases are selected and all will be
replicated. You can exclude some of these storage groups from replication
by clearing their check boxes.
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8. After defining the data to be replicated, click Next.

The Replica Root Directories page opens.

@) Scenario Creation Wizard

XOsoft Manager

« Welcome
% Product Type
«" Scenario Setup
" Hosts
<« Master Configuration
P Replica Directories
Scenario Properties
Hosts Properties
CDP Properties
Scenario Verification
Run Scenario

Replica Root Directories
Select the Root Directories on the Replica host.

Replica Root Directories Master Root Directories
=§®, Exchange
a ciprogram fileslexchsrvr/mdbdata ci/program fileslexchsrerimdbdata

[ Back ] Mext ][ Finish ][ Cancel ]

CA XOsoft auto-configuration component verifies that the Exchange Server
configuration on the Master and Replica servers will be identical during the
replication procedure.

9. After defining the storage location of the replicated data, click Next.

The Scenario Properties page opens.

@) Scenario Creation Wizard
XOsoft Manager

« Welcome
% Product Type
«" Scenario Setup
" Hosts
<« Master Configuration
" Replica Directories
P Scenaro Properties
Hosts Properties
CDP Properties
Scenario Verification
Run Scenario

Scenario Properties
The scenario properties are corfigured here. You can also corfigure these properties after the completion of the wizard
steps

The recommended default values are already listed. Before changing these values, please refer to the CA ¥0soft r12 User
Guide

Property Value
58 General
28 Replication
Evenl Notification
F\'eporl Handling

[ Back ] Mext ][ Finish ][ Cancel ]
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10.

The Scenario Properties page enables you to configure the scenario
properties that affect the entire scenario. Typically, the default values are
sufficient.

If you want to configure the scenario properties at this stage, refer to
Understanding Scenario Properties (see page 138). To configure the
scenario properties at a later stage, refer to Configuring Scenario
Properties (see page 137).

Click Next. The Master and Replica Properties page opens.

(‘:.‘0:1) Scenario Creation Wizard E‘

M d lica Properti
XOsoft Manager laster and Replica Properties

The Master and Replics properies are configured here. You can also configure these properties after the completion of the
wizard steps

The recommended default values are already listed. Before changing thess values, please refer to the CA ¥0soft r12 User
Guide.

" Welcome
" Product Type

Master Properties Value Replica Properties Value

« Scenario Setup Husl Connection Hosl Connection

+ Hosts Rep\ll:allon F{ep\u:allun

<« Master Corfiguration Spuo\ SpDu\

4 Replica Directories # &) Event Notification B8 Recovery

W Scensrio Propetties 2 Reports 28 Scheduled Tasks

P Hoss Properties #E) Event Notification

CDP Properties Reports
S (2| cDP Host on

= [E] Generate COP Report On

Run Scenario

Generate Detailed Report On

[ Back

] Eext [ FEinish [ Cancel ]

The Master and Replica Properties page enables you to configure the
properties that are related to either the Master or Replica host. Typically,
the default values are sufficient. All you need to verify at this stage is that
on the Replica Properties list, the CDP Host property is On.

Note: in a CDP Exchange scenario, one Replica, and only one, should
function as the CDP Replica, meaning the Replica that participates in the
CDP Repository process.

If you want to configure the Master and Replica properties at this stage,
refer to Setting Master and Replica Properties (see page 163). To configure
the scenario properties later, refer to Configuring Master or Replica Server
Properties (see page 164).

Note: You can modify all the settings in this pane after the scenario is
created. However, before changing any Spool properties (which can be
configured here), review the Spool information (see page 167) for
configuration details.
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11.

12.

Once you are satisfied with the Master and Replica properties, click Next.
The CDP Properties page opens.

@ Scenario Creation Wizard El

CDP Properti
XOsoft Manager peties

CDP properties will be corfigured in this step. The recommended defautt values listed below. Referto User Guide before
modifying the current settings.

& Welcome
v Type Property Value
+ Scenario Setup [&] saL instance QA95-WZK3-50L
= B sqL Database Name XO_EMAIL
' Master Configuration Max Spocl Size (MB) Unlimited
« Repiica Directories [ Min Disk Free Size (ME)
" Scenaro Properties Spool Directory [INSTALLDIR}tmp/cdp_spocl
+ Hosts Properies Interval between Runs (min} 15
P COP Propetties Max Attachment Size (KB) 1024
5 io Verification Message Types Include/Exclude Message Types

E
Run - Atlac:hment Types

Select from the drop-down list the SO L database name that you defined for the COP Repository.

[ Back ] Next ][ Finish ][ Cancel ]

The CDP Properties page enables you to configure the properties that are
related to the CDP Repository.

Set the CDP properties as follows:

m  SQL Instance - select from the drop-down list the SQL instance name
that contains the CDP SQL database.

m  SQL Database Name - select from the drop-down list the SQL
database name that you defined for the CDP Repository.

Typically, the other default values are sufficient. If you want to configure
the other CDP properties at this stage, refer to Understanding CDP
Scenario Properties (see page 315). To configure the CDP scenario
properties at a later stage, refer to Configuring CDP Scenario Properties
(see page 314).
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13. Once you set the CDP Repository properties, click Next.

CA XOsoft verifies the validity of the new scenario and checks many
different parameters between the Master and Replica servers to ensure a
successful replication and data recovery process. Once the verification is
completed, the Scenario Verification page opens.

@) Scenario Creation Wizard

XOsoft Manager

% Welcome

% Product Type

«" Scenario Setup
" Hosts
<« Master Configuration
" Replica Directories
4 Scenario Properties
" Hosts Properties
" CDP Properties

I Scenario Verification

Run Scenario

The system automatically verfies the scenario settings to help ensure proper operation.
Any emors must be resolved before continuing. t is also strongly recommended that all wamings should be resolved. F
continuing with waming, ensure their potential impact is fully understood. After making amy necessary changes, click Retry

to repest the scenario verfication.

Scenario Verification

Scenario created and verified successfully.

[

Back ] Mext ][ Finish ][ Cancel ]

Note: Although the software allows you to continue with warnings, it is not
recommended to do so. Resolve any warning situations before continuing
to ensure proper operation of the application.
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14. If the scenario is verified successfully, click Next.

The Scenario Run page opens.

@ Scenario Creation Wizard

XOsoft Manager

+ Welcome

" Product Type

% Scenario Setup
Hosts

Master Configuration
Replica Directories
Scenario Propeties
Hosts Properties
CDP Properties

4 Scenario Verification
P Run Scenario

€44 << ¢

Scenario Run
The scenario has been configured and is ready to run. Press Run Now to start the scenario. Inttial data synchronization will
start automatically sfter pressing the Run Mow button. To run scenario later press the Finish button.

|>

Scenario 'Exchange CDP' is ready to run

Product type DR
Server type Exchange
Integrity Testing for Assured Recovery off
Replication mode Online
Master
Mame 130.119.185.152
Spool size (MB) Infinite
Spool path [INSTALLDIRAmp/spool]
Replica
MName 130.119.185.153
Spool size (MB) Infinite
Spool path [INSTALLDIRAMp/spool]
Master Root Directories Replica Root Directories
ci'progratm . .
c/program files/exchsrvr/mdbdata
files/exchsrvr/mdbdata Less

[ Back ][ Run Now ][ Finish ][ Cancel ]

15. After the scenario is verified, you are prompted to run it. Running the
scenario starts the data synchronization process.

To finish the scenario creation and run it later, select Finish.

To run the scenario now, click Run Now.

The synchronization process starts, and the CDP Repository is starting
to be filled with the enterprise deleted messages.
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16. By default, once a synchronization occurs, a synchronization report is
generated.

CA XOsoft Report Center

Report Center Home Page

_____

SYNCHRONIZATION REPORT

Synchronization mode BlockSynchronization (include filez with the 2ame =ize and modification time)
Scenario Exchange CDP

Master host 130.119.185.152(1)

Replica host 130.118.185.153(2)

Scenario start time 11-Mar-0%8 15:33:11

Report start time 11-Mar-09 15:33:15

Report finish time 11-Mar-05 15:35:51

Summary:

Pa

Total number of files modified

Total number of bytes changed 5.01MB

Note: For more information about opening a report, see Viewing a Report
(see page 94).

Setting CDP Scenario Properties

This section describes how to configure the CDP Repository properties, and
provides the list of properties, corresponding values, and an explanation of
each property. Some of the CDP properties are configured in the CDP Scenario
Properties list, while others are configured in the CDP Replica Properties List.
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Configuring CDP Scenario Properties

After you defined an Exchange scenario with the CDP option, you can set or
modify its properties.

Note: To configure the CDP scenario properties, the scenario must be stopped.

To set CDP scenario properties

1. If you are not in the Scenario View, open it by selecting the Scenario

& gh Scenario View

View option button on the Viewing toolbar.

2. On the Scenario pane, select the Exchange scenario its CDP properties you
want to configure. On the Framework pane on the left, the Scenario
Properties list opens.

Properties + 1 X
Scenario Properties w
Property Value
General

Replicaliun
Event Notification
F{eport Handling

Root Directories | Properties

Note: A running scenario has a gray background, and scenarios that are
not running have a white background.
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3. From the Properties drop-down list on the Framework pane, select CDP
Properties.

The CDP Properties list opens.

Hij Properties ®
CDP Properties ~
Froperty Value
L _Bsainstance . JomswxkasaL
S0L Databasze Mame XO_EMAIL
Max Spool Size (MB) Unlimited
Min Disk Free Size (ME)
Spool Directory [INSTALLDIR]tmp/cdp_spool
Intewal between Runs (min) 15
Max Attachment Size (KE) 1024
Meszage Types Include/Exclude Message Types

Attachment Types

ID Root Directories Properties I

4. On the CDP Properties list, select the required property, and select or enter
the appropriate values. Some values can be manually entered in an edit
box field, while others can be selected from a drop-down list.

5. After you set the required properties, click the Save button on the
Standard toolbar to save and apply your changes.

Understanding CDP Scenario Properties
This section lists the CDP Scenarios properties, corresponding values, and
provides an explanation of each property.
SQL Instance

Select from the drop-down list the SQL instance name that contains the
CDP SQL database.

SQL Database Name

Select from the drop-down list the SQL database name that you defined for
the CDP Repository.
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Max Spool Size (MB)

Enter the maximum spool size allowed in MB. This disk space is used only
if needed - it is not pre-allocated. The default is Unlimited. To enter a
value of Unlimited, enter a zero. When this threshold is exceeded, the
system issues an error message, and stops the CDP checkup session.

Min Disk Free Size (MB)

Enter the free disk space threshold in MB. When reaching this threshold,
the system issues an error message, and stops the CDP checkup session.

Spool Directory

Enter the directory to be used to store the spool for the CDP Repository on
the Replica.

Interval between Runs (min)

Enter the number of minutes between each check the system will perform
in the Exchange database, in search for new deleted messages. The
minimum allowed value is 15 minutes.

Max Attachment Size

Enter the attachment size allowed for storage. Deleted attachments
that exceed this size will not be stored in the CDP SQL database.

Message Types

Specify whether deleted message of this type will be stored in the CDP SQL
database. By default, all message types are stored. To exclude a type from
being stored, click the Include/Exclude Message Types link. The
Message Types dialog opens.

IPM. Activity

|IPM_Appoirtment

IPM.Contact

IPM . Mote

IPM.Mote.Secure

IPM.Mote Secure. Sign

IPM.Mote. SMIME. Muttipart Signed
IPM.Maote SMIME

IPM.StickyNote
IPM.Schedule. Meeting Canceled
IPM.5chedule. Meeting. Request
IPM.Schedule. Meeting Resp.Meq
IPM.5chedule. Meeting. Resp.Pos
IPM.Schedule. Meeting. Resp. Tert
IPM.Task

|PM . Task Request Accept

|P. TaskRequest Decline
|PM . Task Request

|IPM. TaskRequest Update

HEEHEEEREREREREREEE

[ ok | [ cancel
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To exclude message types from storage, clear their check boxes.

Attachment Types

Enter the type of attachments to be stored. By default, all attachment
types are included in the CDP SQL database. To exclude an attachment
type, enter the type in the value box, for example avi, and press the

Enter key.
Each included type should appear in a new row.
Hi) Properties 5]
CDP Properties ~
Froperty Value
SCL Instance CASE-W2K3-30L
SClL Databaze Mame XO_EMAIL
Max Spool Size (MB) Unlimited

Min Disk Free Size (MB)
Spool Directory
Intewal between Runs (min)
Max Attachment Size (KB)
Meszzage Types
BAl'lat:hmenl Types
Excluded Attachment Type
Excluded Attachment Type
B Exclude Attachment Type

By default, all attachment types are included from the COP database. To exclude an attachment type, enter the typein
the value box, for example 'doc’, and press Enter. Each excluded type should appear in a new row.

[27) Root Directories Properties

[INSTALLDIR]}tmp/zdp_spool

15

1024

Include/Exclude Message Types

Click here to exclude new Attach...
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Configuring CDP Replica and Report Properties

After you defined an Exchange scenario with the CDP option, and you defined
the scenario properties, you can set or modify its Replica and Report
properties.

Note: To configure the CDP Replica and Report properties, the scenario must
be stopped.

To set CDP Replica and Report properties

1. On the Scenario pane, select the Replica of the CDP Exchange scenario its
properties you want to configure. On the Framework pane on the left, the
Replica Properties list opens.

Hos=st Connection
Replication
Spool

Recovery
Scheduled Tasks
Event Notification

Reports
=[]l coP Host On
E| Generate COP Report On
Generate Detailed Report On

[23) Root Directories F‘roperties]

The CDP Replica and Report properties appear at the bottom of the list.
2. Set the CDP Replica and Report properties as follows:

m  CDP Host - in a CDP Exchange scenario, one Replica, and only one,
should function as the CDP Replica, meaning the Replica that
participates in the CDP Repository process. Set the value to On to
select this Replica as the CDP Replica in the CDP Exchange scenario.

m  Generate CDP Report - set to On to automatically generate a
Summary CDP Repository Report (see page 324), when deleted items
are found during a CDP checkup session.

m  Generate Detailed Report - set to On to automatically generate a
Detailed CDP Repository Report (see page 326), when deleted items
are found during a CDP checkup session.

3. After you set the required properties, click the Save button on the

Standard toolbar to save and apply your changes.
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Understanding the CDP Repository Statistics and Reports

CA XOsoft checks at regular intervals whether the Exchange database contains
new deleted items. On each checkup session, CA XOsoft updates the CDP
Statistics on the Manager, and by default generates two reports: a Summary
Email CDP Repository Report and a Detailed Email CDP Repository
Report. The CDP Statistics is updated only during a new checkup session, and
the CDP Reports are generated only when new deleted items are found in the
checkup session.

Notes:

m  You can change the checkup interval through the Interval between Runs
property in the CDP Properties list (see page 315). The minimum allowed
value is 15 minutes.

m  You can cancel the CDP Report generation by setting to Off the
Generating CDP Report and Generate Detailed Report properties (see
page 318).
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CDP Repository Statistics

The Statistics tab in the Framework pane displays live statistics. Different
statistics information is displayed for a scenario, a Master and each Replica
host. The CDP Statistics is displayed for a CDP Replica, in addition to the
replication statistics that is provided for this Replica.

Note: The Statistics tab on the Framework pane appears only when a scenario

is running.

To view the CDP Repository Statistics

1.

On the Scenario pane, select the CDP Replica whose statistics you want to

view.

On the Framework pane, select the Statistics tab.

The CDP Statistics appears at the lower half of the pane.

1), Statistics
Replica "130.119.185.153" Statistics
State Running
Start of replication | 3/11/2009 3:33:11 FM
Version 12.5.0.136
Spool space:
[ Size [ % of threshold |
| oBytes | |
Online file changes per root directory:
i ) Folders
Root Directory Size Created Changed | Removed | Renamed
c:fprogram
fles/. .. fmdbdata 4,91ME | O 7 a 1}

Email COP Repository Statistics:
Repository Table messages_batch_2009_3 11 _16_1 44 960

: Items Total
Curation ; Items Items
Start Time Status Ingerted Size : ;
(zec) Successfuly | (MB) Filtered Qut | Failed
3/11/2009
16:00:20 75 Success 11 3.33 0 0

Email COP Repository Statistics Summary (From Scenario Start):
[ Ttems Inserted Successfully [ Total Size (MB) |
[11 | 3.33 |

ID Root Directories Properties @ Statistics ]

The CDP Repository Statistics consists of two tables:
m  The Email CDP Repository Statistics table (see page 321)

m The Email CDP Repository Statistics Summary table (see
322)

page
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Email CDP Repository Statistics Table

The Email CDP Repository Statistics table provides information about the
deleted items that were found at the current CDP checkup session.

Email CDP Repository Statistics:
Repository Table messages _batch_ 2009 3 11 16 1 44 960

. Items Total
Duration . Items Items
Start Time o o Status Inserted Size " "
(z2c) Successfully | (MB) Filtered Out | Failed
3/11/2009
16:00:20 75 Success 11 3.33 0 0

This table contains the following information:

Repository Table (heading) - the name of the SQL table that contains the
deleted items.

Start Time - the start date and time of the current checkup session.

Duration (sec) - the number of seconds that the current checkup session
lasted.

Status - the status of the current checkup session. The status can be one
of the following: Success, Initiation Failed, Extract Failed, Feed
Failed, Statistics Failed, Unknown.

Note: Even if some deleted items have failed to be inserted into the
database, the overall Execution Status can still be Success. Only if the
entire process has failed, the status will be Failed or Unknown.

Items Inserted Successfully - the humber of deleted items that were
inserted into the SQL database in the current checkup session.

Total Size (MB) - the total size in MB of the inserted items, including
attachments.

Items Filtered Out - the number of deleted items that were not inserted
into the database, either because the quota limit was exceeded, or
because these items were excluded by the definitions set in the Message
Types property.

Note: Attachments that were not inserted into the database due to
restrictions set in the Attachment Types property, will not be counted
here, since their messages might have been inserted.
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Email CDP Repository Statistics Summary Table

= Items Failed - the number of items that were not inserted into the

database due to system error.

When no deleted items were found in the checkup session, the only columns
that appear in the table are: Start Time, Execution Status and Deleted

Items Found.

Email CDP Repository Statistics:

Start Time

Status

Deleted Items Found

3/11/2009 15:45:14

Success

0

Note: The Deleted Items Found column appears only when no deleted items

were found, and therefore it should always display a "0" value.

The Email CDP Repository Statistics Summary table provides information
about the deleted messages that were found since the CDP scenario was

initiated.

Email CDP Repository Statistics Summary (From Scenario Start):

Items Inserted Successfully

Total Size (ME)

11

3.33

This table contains the following information:

m  Items Inserted Successfully - the number of deleted items that were
inserted into the SQL database since the initiation of the CDP scenario.

= Total Size (MB) - the total size in MB of the inserted items, including

attachments, since the initiation of the scenario.
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CDP Repository Reports

If deleted messages are found in a CDP checkup session, by default a
Summary Email CDP Repository Report and a Detailed Email CDP Repository
Report are generated.

Note: For detailed instructions on how to open and use the Report Center,
refer to Viewing a Report (see page 94).

To view an Email CDP Repository Report

On the Report Center, select from the Available Reports per Scenario
table the Exchange CDP scenario that this report represents. Then, from
the Reports table, click the CDP report you want to open, either
Summary or Detailed.

CA XOsoft r12 Report Center

Updated: Monday. January 12, 2009 1:12:03 PM

Available Reports per Scenario

=l
Scenario Name Synchroniza| Difference | Replication | Azsessment Mo Assured Recovery cop Total Reports:
Exchange CDP z 0 0 0 0 4 3 ﬂ
File Server 1 0 0 0 ] 0 1 ﬂ

Reports

Drag & column header here to group by that column

Host | Changes | Date | Time |Type |Summary| Detailed ‘ Size (bytes)
|13n119135153 UnKnown Today 12:01:08 cop fic] 1714
130.119.185.153 Changes found Today 11:47:30 Synchronization 2362
130.119.185.153 UnKnown 01/08/08% 00:00:27 CDP 1535
130.119.185.153 UnKnown 01/07/08 17:45:24 coP !’tl 1539
130.119.185.153 UnKnown 01/07/08 17:31:40 CDP !’tl 1542
130.119.185.153 No changes made 01/07/08 17:27:59 Synchronization ﬁl 1507

The report you selected opens.
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Email CDP Repository Report

If deleted messages are found in a CDP checkup session, the summarized
Email CDP Repository Report is generated.

CA XOsoft Report Center

Report Center Home Page

Cd Hiosoft Replication and High duvailability

EMAIL CDP REPOSITORY REPORT

Scenario Exchange

Master host EMCHZH3-1
Replica host EXCHZKS-2

CDP execution start time 03-har-09 15:41:03

CDP execution duration (sec) 30

Report start time 03-har-09 15:44:33

Report finish time 03-Mar-09 15:44:33
Summary:

50L Instance ERCH2KE-2

CDP Database ipod

CDP Database File EASGL Server'hMESS0L A WSSCL Dataipod . mdf

CDP Database Size EREE S

Inserted Successfully tems 1

Inserted Successfully kems Size 357KB

hems Fitered by Message Type 0

hems Filtered by Quota Limit 1]

tems Failed i]

Total Inserted Successfully tems 1

Total Inserted Successfully Hems Size 357KB

The first few lines (at the top) include: the scenario name, the Master and
Replica hosts, the start time and duration of the CDP checkup session, and the
start and finish time of the report.
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The Summary table contains the following information:

m  SQL Instance - the SQL instance name that contains the CDP SQL
database.

m  CDP Database - the SQL database name that you defined for the CDP
Repository.

= CDP Database File - the path and name of the CDP database file.
= CDP Database Size - the size in MB of the CDP database.

= Inserted Successfully Items - the number of deleted items that were
inserted into the SQL database in the last checkup session.

= Inserted Successfully Items Size - the total size in MB of the inserted
items, including attachments.

m  Items Filtered by Message Type - the humber of items that were not
inserted into the database, because they were excluded by the Message
Types restrictions.

= Items Filtered by Quota Limit - the number of items that were not
inserted into the database because the quota limit was exceeded.

m  Items Failed - the number of items that were not inserted into the
database due to system error.

= Total Inserted Successfully Items - the number of deleted items that
were inserted into the SQL database since the initiation of the CDP
scenario.

m  Total Inserted Successfully Items Size - the total size in MB of the
inserted items, including attachments, since the initiation of the scenario.
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Detailed Email CDP Repository Report

The Detailed Email CDP Repository Report presents the same information
that appears in the Summary Email CDP Repository Report (see page
324), along with additional information about the Mailboxes whose deleted
items were found in the last checkup sessions. For each Mailbox, the following
information is provided:

= Mailbox Name - the Mailbox name

m  Inserted Successfully Items - the number of deleted items that were
inserted into the SQL database in the last checkup session from this
Mailbox.

m  Size - the total size in MB of the inserted items of the Mailbox, including
attachments.

m CA XOsoft Report Center

Report Center Home Page

CA XOsoft Replication and High Avaiability

EMAIL CDP REPOSITORY REPORT

Scenario Exchange

Master host EXCH2ZK3-1

Replica host EXCH2ZK3-2

CDP execution start time O3MEf2009 17:34:04

CDP execution duration (sec) 24
Report start time O3M 62008 17:34:25

Report finish time 03 B£2009 17:34:29

MAILBOX NAME INSERTED SUCCESSFULLY ITEMS SIZE

uzer -1 1 314KB
Summary:

S0L Instance EHCH2ZK3-2

CDP Database nano

CDP Database File EASGL ServertSSaL 1 WSEE0Det ainano mdf

CDP Database Size 9.94mB

Ingerted Successfully kems 1

Ingerted Successfully kems Size 5.25KB

kems= Filtered by Me=s=age Type 1]

tems Filtered by Guota Limit a

tems Failed o

Total Inserted Successfully kems 1

Total Inserted Successfully kems Size 5.25KB
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Retrieving Deleted Outlook Items Using the E-mail Retrieval

The E-mail Retrieval enables you to search for deleted Outlook items and
retrieve them. The types of Outlook items that can be retrieved are defined by
the Administrator, and they can include: e-mail messages, appointments,
contacts, tasks, journal entries, notes, and attachments.

Logging Into the Email Retrieval

CA XOsoft Email Retrieval does not require any component or application
installed in advance. It can be opened from any workstation that has a
network connection and a Web browser. To log in, you will need your:

m  Hostname/IP Address and Port Number of the server where the Control
Service is installed.

m User Name, Password and Domain

To open CA XOsoft Email Retrieval
1. Select Start, Programs, CA, XOsoft, Email Retrieval.
- Or -

Open Internet Explorer. On the Address box, enter the Control Service
Host Name/IP Address and Port Number as follows:
http://host_name:port_no/pages/entry_point.aspx

Notes:

m If you are opening the Email Retrieval from the machine where the
Control Service is installed, you can use the default parameters:
http://localhost:8086/pages/entry_point.aspx

m If you selected the SSL Configuration option during the installation of
the Control Service, when you open the Email Retrieval page, you need
to use the hostname of the Control Service machine (instead of its IP
Address). Enter the Control Service Host Name and Port No. as
follows:
https://host_name:port_no/pages/entry_point.aspx
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The Login dialog opens.

CA XOsoft Email Retrieval

User Name:
Password:

Domain

2. Enter your User Name, Password and Domain and click Log In.

The Email Retrieval window opens.

(= CA XOsoft Email Retrieval - Windows Internet Explorer

65‘)’ - |g hittp://130. 119, 185. 151:3086/pages/search_base_options.aspx v‘ +3[%¢ |
Fle Edit View Favorites Todls Help Links @) Customize Links (@] Free Hotmail | Windows » @ snagt B B & -
i - - 3
W I@ca XOsoft Email Retrieval ] } B - B - - [2krage - @ Toos - @- B2

Version: 12.5.0.80

For expand/collapse search definitions click her

Type the words you want to search for, and then click Find Mow'.
Look in the Subject for these word(s):

[JAlso search message body

[JAlso search attachments
From:

Sent To:
Creation Date Range:

Results per Page: 20 |~

Current Sort: Created. For change sort definitions click here: v

Done

83 Local intranet #, 100%
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Search for Deleted Iltems and Retrieve Them

To search and retrieve a deleted item:

1.

On the Em
one of the

ail Retrieval window, enter any text you want to search for in
available fields: Subject, From or Sent To.

Note: to search in the message body or attachments, enter the text in the
Subject field and use check boxes that underneath it.

QBack + 3 - X @ (b| Psearch LrFavortes €| ov i B L) A

Address [&] . a h_base._options.asp: =B ks

El

Enter search criteria, and then click Find Now'
Look in the Subj

ect for these word(s)

From

I Also search message body
[™ Algo search attachments

[
Sent To

Creation Date Range

Choose a Date R
Choose a Date v

st Bl il Flor dhvp ot Al dhk e O
| Page S
T W From Subiject Received
=
[&] Dore [ [ [ & tocalintrane: 7
[Optional] Define the date range in which you want to conduct the search

by using the Creation Date Range drop-down menus.

After you entered the criteria, click the Find Now button.
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The search

Hle Edt Vew Favories

results open.

2l CA X0soft E-Mail Retrieval - Microsoft Internet Explorer

Tocls Help

Qe - @ - [ 2]

S search e Favartes ) | (0 i (3 [ 6L

Address [&]

‘ages{search_base_opti

Enter search criteria,

and then click Find HNow'

Lock in the Subject for these word(s)

From:

I Also search message body
I” Alse search attachments

[usert

Sent To:

Creation Date Range

1/3/2008 v

1/30/2008 v

Current Sort: Creased. For change sort defintions elick here: =

Page Size

O 9 From Subject Created

= userl Mid-Market Organizationsl Change - 3 1/22/2008 1:21:26.947 PM
= user] Purchase Order and Compliance Process -2 1/22/2008 1:21:16.87 PH
=] userl test 217108 1/17/2008 3.46:37.60 PM
= userl test 117108 1/17/2008 3.45.38.73 PM

[&]pore

[& Localirtranet:

|
7

4. To view a de

leted message, double-click it.

The message opens.

Fle Edt Vew Favortes Iook Help

Qb O [ B

O Search - Favorites € | (v L ) gL

Address |Q

50 |unks >

Back to Search Options

Retrieve Message

From:

To:

Cc:

Created:
Subject
Attachments

userl
Administrator;

1/22/2008 1:21:16 PM.

Purchase Order and Compliance Process -2

From: Adminisirator

[To: Administrator; user1; Lser2
Subject: Purchase Order and C

a1l employees must follow the p

wendor.

Sent: Tuesday, January 22, 2008 3:17 PM

A requester creates a Requisition ¢ Shopping Cart in Accpac, creating a warkllow approval pror to actually committing ta the purchase with the

omplianca Process

rocess outlined helow:

2. Approver(s) review the Requisition / Shopping Cart in Accpac and either approves o rejects the Requisition / Shopping Cart and a Purchase
Order (PO} is created
3. POs are to be printed and sent ta the supplier by email, fax or post. A capy of the PO should be retained by the requestor to support the
receipting process
&) Done

[ [ [ [ [ tocalintranet

|
4
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5. To retrieve the message, click the Retrieve Message link at the top of the
page.

A standard File Download dialog opens.

File Download E |

Do you want to open or zave this file?

= Mame: 3.msg
t
Type: Outlook Ikem

From: localbost

Open Save

W Always ask before opening thiz twpe of file

harm your computer. [F wow do not tust the zource, do not open or

@ YWhile files from the Intermet can be uzeful, zome fles can potentially
zave this file. What's the righ?

6. To open the message as an Outlook item, click Open.

B Purchase Drder and Compliance Process -2 - Message (HTML) [_[O]x]
Ele Edt Wew Insert Format Tooks Acions Help
“WReply | EReply to Al | (5 Forward | = =N AN, T ¥ - N | @ B
From: userl Sent: Tue 1§22/2008 3:21 PM
To: Administrator
a4
Subject:  Purchase Grder and Compliance Process -2
=
From: Administrator
Sent: Tuesday, January 22, 2008 3:17 PM
To: Administrator; userl; user2
Subject: Purchase Order and Compliance Process
All employees must follow the process outlined below:
1. Arequester creates a Requisition/ Shopping Cartin Accpac, creating a workflow approval prior to acfually commitiing fo
ihe purchase with the vendor
2. Approver(s) review the Requisition / Shopping Cart in Accpac and either appraves or rejects the Requisition f Shopping
Cart and a Purchase Order (PO) is created
3. POs are to be printed and sent to the supplier by email, fax or post. A copy of the PO should be retained by the requestor
o support the receipting process.
I
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Chapter 15: Using the Content
Distribution Solution

This section provides instructions for creating, managing and using the Content
Distribution solution.
This section contains the following topics:

Understanding the Content Distribution Solution (see page 333)
Creating a Content Distribution Scenario (see page 336)

Understanding the Content Distribution Solution

Important! The Content Distribution solution requires a special license.

The Content Distribution solution is aimed at addressing the need of reliably
spreading and managing information across a highly distributed environment.
In a highly distributed IT environment, many servers contain the same or
similar content that they receive from a single repository, and they
simultaneously serve many end users. An example of such a distribute
environment can be a large organization, which needs to deliver, synchronize
and consolidate corporate information among internal users who reside in
multiple locations and branch offices. This information can include price lists,
policies, sales materials, manuals, and news. With the Content Distribution
solution, employees and representatives in the field always have the right
information at the right time.

The Content Distribution solution is also a powerful content delivery and web
publishing solution that can serve your external customers. Through portals
and web sites, you can deliver to your customers any information that is
stored in files, from music to movies to documents to news. A good example is
a service provider, who distributes content to dozens, hundreds or thousands
of e-shops across the globe.

In a regular DR or HA scenario, the Master is usually the active or production
server, while the Replica hosts are mainly a storage place for replicated data or
standby servers. Unlike this role structure, in a CD scenario the Replica hosts
are usually the active hosts, which directly provide information to end users,
while the Master host only acts as the initial provider of updated data. The
content is maintained in a single repository on the Master, and changes to the
Replica hosts are delivered immediately or on a scheduled basis. When
applying the CD solution to a large organization, multiple CD scenarios can use
the same or overlapping root directories, apply different filtering options, and
replicate data to different set of Replica hosts.

Chapter 15: Using the Content Distribution Solution 333



Understanding the Content Distribution Solution

The CD solution is designed for one-to-many scenarios, meaning, scenarios
that have one Master host and a large humber of Replica hosts. These
scenarios may replicate many files, or work with a small number of very large
files. In this type of scenario, many of the Replica hosts are organized
horizontally, as siblings on the same level, and not in hierarchal order as in
parent-child relations.

g O
- Master " """"""" () () )

éﬁ ) I S Writgrs ~
Developers //

Designers
Replica Replica Replica Replica Replica

Y N d * A
Replica Replica B
0 00 000
(TN ()
End Users End Users

In a regular scenario that contains several Replica hosts on the same level, if
more than one Replica host need re-synchronization following a reboot or
some connection failure, all other Replica hosts will be re-synchronized as well.
However, such a procedure might cause a performance problem when there
are hundreds and thousands of Replica hosts. Therefore, in a CD scenario, if
more than one Replica host needs re-synchronization, only the hosts that
actually need synchronization will be re-synchronized.

Another feature of regular scenarios that might cause problems in a highly
distributed environment, is the online replication mode. In a regular online
replication mode, changes that occur on the Master are immediately
transferred to the Replica, and overwrite the data that exist there. This process
is useful for keeping the most up-to-date data on the Replica, but when users
are directly using the data that is stored on the Replica, their work might be
interrupted by the ongoing and continuous updates. To overcome this problem,
a CD scenario can run in a special On File Close replication mode, a
replication mode that is available only for CD scenarios.
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In the On File Close mode, all data that is accumulated on the Master is
transferred to the Replica, but it does not immediately overwrite the existing
Replica data. Instead, data that was changed and transferred to the Replica is
saved there as a temporary copy of the original file, and stored in a hidden
directory. Once the original file is closed on the Master, the temp copy on the
Replica is renamed. When the copy on the Replica receives the original file
name, it replaces the older file that is stored on the Replica, and keeps the
data on the Replica updated. This method allows for an update process that
does not interrupt the user's work. However, if the On File Close mode does
not suit your environment needs, you can also use either the online or
scheduled replication mode for your CD solution.
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Creating a Content Distribution Scenario

The creation of a CD scenario is similar to the creation of a DR scenario for
application and database servers. In both you are using the same step-by-step
Scenario Creation wizard. The only major difference between them is that
when you select the replication mode of a CD scenario, you have an additional
replication mode. This replication mode, On File Close, is available only for
Content Distribution purposes.

Note: This section demonstrates the configuration of a generic File Server
Content Distribution scenario. For more detailed instructions involving
scenarios tailored to specific applications, see the appropriate Operation Guide.

To create a Content Distribution scenario
1. Open the CA XOsoft Manager. Then, select from the Scenario menu the

- - ot
New option, or click the New button on the Standard toolbar.

The Scenario Creation Wizard opens.

@) Scenario Creation Wizard El

Welcome to the New Scenario Wizard
XOsoft Manager

This wizard will help you create @ new scenario, ether from scrateh or using a predefined template. | may aleo be used to
create new templates. When the scenario creation ie finished. you will be able to run the scenario.

O Crmms To exit the wizard and continue corfiguration manually from any step, click the Finish button

Product Type
Scenario Setup
Scenario Verification
Run Scenario

(®) Create a New Scenario
(O Create a New Template

(O Create a New Scenario from a Template

Assign a Scenario Group (select existing one or enter a new group name)

‘ Scenariog| -

HMext

2. Select the required scenario options, as follows:
m Select the Create a New Scenario option button.

m  From the Group drop-down list, select the group to which you want to
assign the new scenario, or enter a name for a new scenario group.
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3. Click Next. The Select Server and Product Type page is displayed.

@ Scenario Creation Wizard rg‘

Select Server and Product T
XOsoft Manager pe
Select one of the licensed server and product types listed below, and the required task. f the desired option is not listed,

do one of the fallowing:
If you have an appropriate license key, exit the wizard by clicking Cancel, and select from the Help menu the Register

« Wel optien

b Pro Type Select Server Type

Scenario Setup [l @ MS Hyper-V

Scenario Verification {73 MS SharePoint Server
o P (55 VMware vCenter Server

# CAXOSoft Control Service

Select Product Type
O Replication and Data Recovery Scenario (DR)
O High Availability Scenario (HA)
(® Content Distribution Scenario{CD)

Tasks on Replica

& MNone

[ Back ] Mext ][ Finish ][ Cancel ]

A list of available applications and scenario types is presented.
Note: The list of available applications depends on the licenses applied.
4. Select the required scenario options, as follows:

m  From the Select Server Type list, select the type of server for which
you want to create the scenario.

m  From the Select Product Type options, select Content Distribution
Scenario.

Note: The Tasks on Replica options are not available for the CD solution.
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5. Click Next. The Master and Replica Hosts page is displayed.

@) Scenario Creation Wizard

XOsoft Munager Master and Replica H.usls
Erter the hostname or IP address for both the Master (source) and Replica farget) hosts.
If the scenario will involve mors than one Replica. add one Replica now, and manually add the other Replicas in the
Scenario pane once you completed the wizard steps.
% Welcome
% Product Type
+ Scenario Setup Scenario Name ‘ File Server CD |
P Hosts
CA XQsoft Engine Verfication Master Hostname/IP ‘ |D Port
Master Dirsctories
Replica Directories Replica Hostnamel/IP ‘ |D Port
Scenario Properties
Hosts Properties [[] Assessment Mode
Scenario Verification
Run Scenario Verify CA XOsoft Engine on Hosts

Back [ Finish ][ Cancel ]

Enter the following information:

m In the Scenario Name box - accept the default name or enter a new
name for the scenario. When entering a name, choose a unique name,
since you cannot use the same name for more than one scenario.

m In the Master and Replica Hosthame/IP boxes - enter the
hostname or IP address of the Master (source) and Replica (target)
servers, or use the Browse buttons to find them.

m In the Port boxes: accept the default port no. (25000) or enter new
port nhumbers for the Master and Replica.

Note: If you want to include more than one Replica in the scenario, enter
here the details of the first or most upstream Replica. After you finished
the scenario creation, manually enter the other Replicas, as described in
Add Additional Replica Servers (see page 105).

[Optional] Select the Assessment Mode check box, if you want to gather
statistics about the accurate bandwidth usage and compression ratio
benchmarking without actually replicating data. If you select this option,
no replication occurs, but a report is provided once the assessment process
is completed.
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8. [Optional] Select the Verify CA XOsoft Engine on Hosts check box, if
you want the system to verify whether Engines are installed and running
on the Master and Replica hosts you specified in this page. If Engines are
not installed on the selected hosts, you can use this option to remotely
install the Engines on one or both hosts. For more information about the
Host Verification page, see Creating a Scenario (see page 46), step 8.

9. After you selected the desired options, click Next. The Master Root
Directories page opens.

@) Scenario Creation Wizard

Master Root Directories
XOsoft Manager

Choose the Root Directories on the Master host to be replicated. by selecting their check boxes
To exclude contert from being replicated, clear the sub-dirsctory or file check box
Use the File Fitter to include or exclude files by entering wildcard characters (e.g. “tmp), and clicking Apply

E3

+ Welcome
% Product Type
«" Scenario Setup

File Filter
@ Nofiter ) Includefies ) Exclude files

" Hosts
P Master Directories ‘ |
Replica Directories A| e c
Scenario Properties & [ cf
] Documents and Settings
Hosts Properties ] Inetpub
Scenario Verification [ Program Files
- [JE3) RECYCLER 3
Run Scenario 0= P
[CJEm System Volume Information
I3 Tools
CJE3) wiNDows
[T wmpub hd
Directories Filter

Back [ FEinish [ Cancel ]

CA XOsoft displays the directories and files that are on the Master server.
These directories and files are the data that can be replicated, protected
and distributed. CA XOsoft automatically aggregates data that has a
common path into one directory.
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10. Choose the directories and files you want to replicate from the Master to

the Replica by selecting their check boxes. You can exclude folders and
files from replication by clearing their check boxes.

Notes:

m For more information about selecting and filtering root directories,
refer to Creating a DR Scenario (see page 46), step 12.

m  After you finish creating the scenario through the wizard, you can also
select registry keys for synchronization, as described in Synchronize
Registry Keys (see page 117).

11. After defining the data to be replicated, click Next.

The Replica Root Directories page is displayed.

(@ Scenario Creation Wizard rg|
Replica Root Directories
XOsoft Manager i . X
Select the Root Directories on the Replica host
+ Welcome
¥ Froduct Type Replica Root Directories Master Root Directories
« Scenario Setup B@ Directories
+ Hosts [3 CiTools CiTools

" Master Directories

P Replica Directories

Scenario Properties

Hosts Properties
Scenario Verification
Run Scenario

[ Back ] Mext ][ Finish ][ Cancel ]

In this page you select the directories on the Replica where the replicated
data will be stored.

Important! The Scenario Creation Wizard automatically configures the
Replica root directories to be the same as the Master root directories. If
you want to keep this configuration, ensure that your Replica server has
the same drive letters as the Master server, and that the selected
directories on the Replica do not contain data you want to save. You can
change the default configuration at a later stage, as described on Select
Replica Root Directories. (see page 125)
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12. To change the Replica root directories, double-click the specified
directories path. The Browse and Select Replica Directory dialog
appears.

M| Browse and Select Replica Directory |Z| |E| E|
Select target directory in QA95-W2K3-5GL2 (120.119,185.155)

B C
@ Bginfo
[T Documents and Settings
£ Inetpub
3 Program Files
E3) System Violume Information
£ Tools
E3) WINDOWS
3 wmpub

OK Cancel

13. Select the directory on the Replica in which the replicated data will be
stored, and click OK.

You return to the Replica Root Directories page.

Note: You can manually change the directory you selected for storing the
replicated data, by clicking the selected directory name and entering a new
directory. If you are entering a directory name that does not exist on the
Replica, CA XOsoft creates it automatically.
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14. After defining the storage location of the replicated data, click Next.

15.

The Scenario Properties page opens.

@ Scenario Creation Wizard

Scenario Properti
XOsoft Manager ane perties

The scenario properties ars corfigursd here. You can also corfigurs thess properties after the completion of the wizard
steps

The recommended default values are already listed. Before changing these values, pleass refer to the CA XOsoft User
Guide.

£

+ Welcome
4 Product Type

Property Walue

 CEmEm ST General
& Hosts Replication
+ Master Directories Event Notification
+ Replica Directories Report Handling

B Scenario Properties

Hosts Properties
Scenario Verification
Run Scenaro

[ Back ] Mext ][ Finish ][ Cancel ]

The Scenario Properties page enables you to configure the scenario
properties that affect the entire scenario. Typically, the default values are
sufficient.

If you want to configure the scenario properties at this stage, refer to
Understanding Scenario Properties (see page 138). To configure the
scenario properties at a later stage, refer to Configuring Scenario
Properties (see page 137).

In the Scenario Properties page you can set the replication mode of the
scenario. In addition to the two standard replication modes, Online and
Scheduling, CA XOsoft provides you with another replication mode that is
especially designed for the CD scenario, the On File Close mode. The On
File Close mode is similar to the Online replication mode with one
difference: while in the Online mode data changes that are transferred
from the Master to the Replica immediately overwrite the existing Replica
data, in the On File Close mode changes to individual files will appear on
the Replica only after the original file on the Master is closed. This way, if
users are working directly with data that is stored on the Replica, their
work will not be interrupted by constant updates.

Note: The default replication mode is Online.
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To set the replication mode, open the Replication group and select the
Mode property. Then, select the required replication mode from the drop-

down list:

@) Scenario Creation Wizard

XOsoft Manager

4 Welcome

+ Product Type

«" Scenario Setup
" Hosts
" Master Dirsctories
4 Replica Directories
B Scenaro Properties
Hosts Properties

Scenario Verification

Scenario Properties
steps

Guide.

The scenario properties are corfigurad here. You can also corfigure these properties after the completion of the wizard

The recommended default values are already listed. Before changing these values, please refer to the CA XOsoft User

Property

2| General
2@ Replication

Onling

Value

# 2] Run after Reboot
ERegistry Bynchronization On File Close
Systam State Protection Off —
=E) Optional Settings
I Event Notification

Run Scenario

H2] Report Handling

Online - changes are

y, in real-time.

ata scheduled, fixed time, or by manual activation. OnFileClose -
appear on the replica server only after the file is closed.

- the Master and Replica hosts are synchronized
ication, but changes to indivi files

[ Back

J dot  J[ Fwsh |

Cancel ]

16. Once you set the scenario properties, click Next. The Master and Replica

Properties page opens.

@ Scenario Creation Wizard

XOsoft Manager

+ Welcome

wizard steps
Guide.

The Master and Replics propertiss are corfigured here. You can also corfigurs these properties after the completion of the

The recommended default values are already listed. Before changing these values, please refer to the CA XOsoft User

Master and Replica Properties

¥ Product Type Master Properties Value Replica Properties Value
) TEE SRR 2]} Host Connection Hnsl Connection

¥ Hosts =] Replication Replicaliun

4 Master Directories ) Spool Spool

" Replica Directories =]] Event Notification Recovery

4" Scenario Properties 2] Reports 2l) Scheduled Tasks

P Hosts Properties Evenl Notification

E
Scenario Verification Reporis
Run Scenaro
[ Back ] Mext ][ Finish ][ Cancel ]
—
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17.

The Master and Replica Properties page enables you to configure the
properties that are related to either the Master or Replica host. Typically,
the default values are sufficient.

If you want to configure the Master and Replica properties at this stage,
refer to Setting Master and Replica Properties (see page 163). To configure
the Master and Replica properties at a later stage, refer to Configuring
Master or Replica Server Properties (see page 164).

Note: You can modify all the settings in this pane after the scenario is
created. However, before changing any Spool properties (which can be
configured here), review the Spool information (see page 167) for
configuration details.

After you set the Master and Replica properties, click Next.

CA XOsoft verifies the validity of the new scenario and checks many
different parameters between the Master and Replica servers to ensure a
successful replication, distribution, and data recovery processes. Once the
verification is completed, the Scenario Verification page opens.

(‘:.‘0:1) Scenario Creation Wizard E‘

Scenario Verificati
XOsoft Manager ario Verfication

The system automatically verifies the scenario settings to help ensure proper operation.

Ary errors must be resolved before continuing. |t is also strongly recommended that all wamings should be resolved.
continuing with waming, ensure their potertial impact is fully understood. After making any necessary changes. click Retry
to repest the scenario verfication.

+ Welcome
+ Product Type
+ Scenario Setup Scenano created and verified successfully.
" Hosts
4 Master Directories

+" Replica Directories
+" Scenario Properties
4" Hosts Properties
P Scenario Verification
Run Scenario

[ Back ] Next [ FEinish [ Cancel ]

Note: Although CA XOsoft allows you to continue with warnings, it is not
recommended to do so. Resolve any warning situations before continuing
to ensure proper operation of the application.
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18. If the scenario is verified successfully, click Next.
The Scenario Run page opens.

@) Scenario Creation Wizard

XOsoft Manager _ _ _ Scenario fun o -
The scenario has been configured and is ready to run. Press Run Now to start the scenario. Initial data synchronization wil
start automatically sfter pressing the Run Mow button. To run scenario later press the Finish button

+ Welcome

" Product Type ~

+ Scenario Setup Scenario 'File Server CD' is ready to run 1

4 Hosts
4 Master Directories Product type | cD
" Feplica Directories Server type | FileServer
" Scenario Properties
+ Hosts Propertes Integrity Testing for Assured Recovery | Off
% Scenario Verification Replication mode | Online
B Bun Scenario
Master
Name QAI5-W2K3-5aL
Spool size (MB) Infinite
Spool path [INSTALLDIRAmp/spool]
Replica
Name QAIS-W2K3-5QL2
Spoal size (MB) Infinite
Spool path [INSTALLDIRAmp/spool]
Master Root Directories Replica Root Directories
CifTools = CiTools B
[ Back ] [ Run Now ][ Finish ] [ Cancel ]

19. After the scenario is verified, you are prompted to run it. Running the
scenario starts the data synchronization process.

m To add more Replica hosts to the scenario and to run it later, select
Finish.

Note: CA XOsoft offers you two methods for adding Replica hosts to
the scenario:

- Through CA XOsoft Manager, by manually adding each host to the
scenario, as described in Add Additional Replica Servers (see page
105).

- Through CA XOsoft PowerShell, by using the Add-Replica and
Add-Replicas commands. For more information about using CA
XOsoft PowerShell commands, refer to CA XOsoft PowerShell
Guide.

m To run the scenario now, click Run Now.

The synchronization process starts.
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20.

21.

Synchronization may take a while depending on the data size and network
bandwidth between the Master and the Replica hosts. You will receive the
following message in the Event pane once the synchronization is complete:
All modifications during synchronization period are replicated. At
this point, real-time replication is operational and the Content Distribution
solution is installed and active.

& CA XOsoft Manager - @130.119.185.151:8088 EEX
Scenario Edit Events View Tools Help

HEOEHDEEEr S EE P,

[ Scenario View| 53 copview [B) snapshot View & Remote Installer Monitor % Host Maintenance Monitor

‘Scenario view B 1. Satstics -~ 3 X
Scenario Statistics

State Running |

= = = Start of replication | 3/2/2009 5:59:00 FM
Editing DR/CDP Exchange Version [1250.13 |
Editing HA FileServer
Exting OR Sat [sz [ of threshold ]
Editing HA Exchange |“oBytes [ |
 File Server DR Rurning DR FileServer
B> Fie Server cD Rurning =) FileServer per root directory:
ehe s e [ReotDreciory [Size | Folders Created [ Changed |Removed [Renamed |
= [c:/Tooks [oBvtes [0 [ [ [ ]
&5
5 || Transferred bytes to Replicas:
Host Sze Curent Fie Progress
0.00Bytes QA5 WKG-SeL2 38.39K8
QA95-W2K3-EX1 20818
IFile Server Stopped by u.. DR FileServer QA9S-W2K3-EX2 =
Total 21918

Last synchronization statistics: Fie synchronization

‘Synchronization Progress:
« QA95-W2K3-SQL -> QAIS-W2K3-SQL2
C:fTools:

* QA95-W2K3-SQL -> QAIS-W2K3-EX1
C:fTools:

Events -3

[ Sequenci” | Severty Host/Scenario Time

Wi0040s 7 5 o e ServerCD Tl /372005 115104 A crested = /3/2009 115100 o Reparts
IM00405 n ﬁ Info @ Server CD! @ 3/3/2009 11:51:04 AM created at 3/3/2008 11:51:00'to Reports ;-
SR00193 70 5 Significant = QA95-W2K3-5QL (D 3/3/2009 11:51:09 AM Synchronization of all hosts finished

SR00202 69 j Significant = QAIS-W2K3-EXT (D 3/3/2009 11:50:28 AM Al i

SR00202 68 j Significant = QA95-W2K3-saL2 @ 3/3/2009 11:51:05 AM Al

5R00202 67 ﬁ Significant =/ QAI5-W2K3-EX2 @ 3/3/2009 11:51:08 AM Al

SR00120 64 ﬁ Significant |5 QAI5-W2K3-EX2 (B 3/3/2009 11:50:59 AM Synchronization finished

SR00120 63 j Significant = QA95-W2K3-5QL2 @ 3/3/2009 11:51:00 AM Synchronization finished

IM00405 62 i Info mHFils Server CD i) 3/3/2009 11:50:59 AM Posting created at '3/3/2008 11:50:15 to Reports ]

Events | Scenario Validation Results

Note: When the scenario has more than one Replica host, the Scenario
Statistics tab does not display a graphic overview of the scenario state
but scenario statistics organized in tables.

By default, once a synchronization occurs, a synchronization report is
generated. For each Replica host that participates in the scenario, a
separate Synchronization report is generated. For more information about
opening reports, see Viewing a Report (see page 94).
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CA XOsoft lets you manage a user's access rights through setting the scenario
file ACL properties. ACL is Access Control List, a list of security protections that
applies to the scenario file.

A special license is needed.

This section contains the following topics:

How Delegated Security Works (see page 347)
Prerequisite Tasks (see page 348)
How to Manage Users (see page 352)

How Delegated Security Works

Delegated Security lets you control each user's access rights by setting the
scenario file access control list (ACL) properties.

The ACL-based authentication model is a role based authentication model in
CA XOsoft. There are four pre-defined roles. Each role has pre-defined
permissions defining what can be done to a scenario. The roles are:

m  Super User

. Admin

= Control

m View-only

A Super User has full control rights for a scenario, while Admin, Control, and

View-only have limited rights to the scenario. Only the Super User has the
right to create a new scenario.

A user must be assigned one of the four roles to gain access to a scenario. A

Super User or Admin can assign users or groups to any scenario and delegate
rights to the users or groups. When a user tries to access a scenario through

CA XOsoft Manager or CA XOsoft PowerShell, the current role is checked and,
based on the permission of the role; the operation is allowed or denied.
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Access Rights Considerations
Before assigning user permissions, you should consider the following general
conditions.
m  All users are Windows domain or local users.

m A Super User has the right to create a new scenario.

m A Super User or Admin can assign users or groups of users to any scenario
and delegate rights to the users or groups through CA XOsoft Manager.

m  The user or group list with the respective rights is stored in the standard
NTFS ACL, applied to the scenario file.

m  Super User can change the Super User group. However, after the change,
the rights to all existing scenarios must be reassigned.

m  Users are allowed to set or change a Super User group which is recorded in
an encrypted registry. All Super Users belong to the group.

m  The Access Control List is controlled indirectly via Control Service. Since
Multiple GUI sessions may connect to one Control Service, the
impersonation of each user account becomes indispensable.

Prerequisite Tasks

You must perform the following prerequisite tasks before setting user rights or
modifying user groups.

Create a User Group

When using ACL authorizations, before you can open the Overview Page and
the Manager, you need to create a Local Group. You need to define a Local
Group with the name CA XOsoft Users on the Control Service machine, and on
all machines that run the CA XOsoft engine, where you want users or groups of
users to have permission to add and modify replica hosts or access root
directory of hosts.

To create a CA XOsoft User Local Group

1. On the Control Service machine, select Start, Settings, Control Panel,
Administrative Tools, Computer Management.

The Computer Management dialog opens.
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Select the Local User and Groups folder, and then open the Groups

sub-folder.

E Computer Management
=) File
& » @[ 2

Action  View Window Help

B(=1Ed

| Description |

I[g Computer Management (Local) Mame
=y System Tooks M 2cministrators
+ Event Viewer 0 52 ckup Operators

+ Shared Folders gGuests
- Local Users and Groups

L n
g Power Lsers

| icator
»

E_ Device Man View

= s
& Stor:ge b MNew Window from Here gger Users
+ emovable
Disk Defrag  Refresh ServicesEroup
Disk Manag  Export List... FFLIM
- Services and Ay
Help

@Neh\'ork Configuration ...

Administrators have complete and u...
Backup Cperators can override secu...
Guests have the same sccess as me. .,
Members in this group can have sam...
Power |Jsers possess most administr. ..
Members in this group &re granted t...
Supparts file replication in & domain

Isers are prevented from making ac...
Debugger users can debug processe..,
Group for the Help and Support Center
Members in this group are allowed to...

Creates a new local group.

Right-click on Groups and select New Group.

The New Group dialog opens.

In the Group name box, enter CA XOsoft Users.
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5. To add the administrator user, click the Add button.

New Group

Group name:

CA ¥Oscft Users |

Description: | |

Members:

o] TANT-A01" Administrator

Create l [ Cloze

6. Click the Create button to create the new Local Group, and then click the
Close button to close the dialog.

The new group is added to the Local Groups list on the Control Service
machine.
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Initial Group Selection

You need to define a Local Group with the name CA XOsoft Users on the
Control Service machine, and on all machines that run the CA XOsoft engine,
where you want users or groups of users to have permission to add and modify
replica hosts or access root directory of hosts.

When you open the Manager for the first time, the Manager detects whether a
Super User Group already exists. If no Super User group is defined, the Set
Superuser Group dialog appears, asking you to select:

Set Superuser Group

Group name:

|| | [ Advanced ]

Groups on Control Senvice:

Group Name =

Administrators

Backup Cperators

Distributed COM Users

Guests

Metwark Configuration Operators

Performance Log Users

Performance Monitor Users

Power Users

Print Operators

Remote Desktop Users

Replicator

|lzers

CAXD=oft Users

HelpSensicesGroup

1S WPG

sdofflin
SQLServer200EMSFTEUsersQARE-W2K3-SQLEMSSOLSERY .
SALServer2006MS50 L ServerdDHelperlsersQA95-W2KI-SAL
SQLServer200EMSSQLUsersQATS-WKI-50QLEMSSALSERY .
SALServer2005NotificationServices serSQASE-W2KI-SGL
SOLServer2 00550 LAgentsersQASS-W2KI-SQLEMSSOLSE .
SQLServer200550 LEBrowserlsersQASE-W2KI-50L w
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The Set Superuser Group dialog displays the list of Groups that exist as local
groups on the Control Service machine. You need to select the group that will
include the members that will be defined as Super Users. You can later change
this group.

Set Up a User Group

To set up your environment to use ACL-base delegated security, CA XOsoft lets
you use your existing infrastructure or create a new network and local group.
There are four groups required:

m  Super User

m Admin
= Control
m View

You can assign users to a specific group depending on the required privileges
for the individual user. For more information on user permissions, see
Delegation of Rights (see page 353).

Note: You can set up additional groups and designate them Super User,
Admin, Control, View or use existing groups in the network.

On each computer participating in the scenario (Master, Replicas, and the
Control Service), build a local group with the pre-defined name CA XOsoft
Users. Add groups and users of the organization to the CA XOsoft Users local
group as required.

When you open the user interface, if a Superuser group has not perviously
been selected, you will be required to select one.

Note: Only a Super User can modify a Master server. Replica servers can be
modified by a Super User, an Admin, or a Control role.

How to Manage Users

CA XOsoft lets you manage user permissions for scenarios by assigning
individual users or groups delegated permissions.
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The Super User or Admin manages users rights for a each individual scenario.
From the user rights section of the user interface, you can set admin, control,
or view permissions for a specific user or group for each scenario. This group
or user then has the relevant permission for a particular scenario and can
manage the scenario based on the rights they have been assigned. For
example, a user or group can have user rights for one scenario and admin
rights for an other scenario.

Delegation of Rights
User rights are set per user for using the Manager to make modifications to the
Master host, or to the Replicas on its replication tree. User rights are assigned

per scenario.

You can assign user permissions based on the following:

Operation Super Admin Control View
User only
Set user rights Yes Yes No No
Edit Master host Yes No No No
Edit replication mode Yes Yes No No
Edit schedule mode Yes Yes Yes No
Edit Master spool size Yes No No No
Modify reports on Master Yes Yes No No
Edit replica host Yes Yes Yes No
Edit replica spool size Yes Yes No No
Run a scenario Yes Yes Yes No
Stop a scenario Yes Yes Yes No
Synchronize a scenario Yes Yes Yes No
Restore data Yes Yes No No
Modify Master notification Yes Yes No No
Modify Replica notification Yes Yes No No
Generate a difference report Yes Yes Yes Yes
Set a bookmark Yes Yes Yes No
Show difference report Yes Yes Yes Yes
Run high availably resources Yes No No No
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Operation Super Admin Control View
User only
Check a scenario state Yes Yes Yes Yes
Suspend a replica Yes Yes Yes No
Modify reports on replica Yes Yes No No
Modify Master trigger file Yes Yes Yes No
Modify Replica trigger file Yes Yes Yes No

Set User Rights

You can set or reset user rights for a specific scenario.

Note: For all scenarios with licenses other than a delegated security license,
you must reset the user rights.

To set user rights

1. From the CA XOsoft Manager Scenario menu, select Scenario, User Rights.

Important! The Scenario menu contains the extra option User Rights. This
option is only available to users with Super User or Admin rights.

The Security window opens displaying the security rights of each scenario.
2. Click Add.
The Select Users or Groups window is opens.
3. From the Look in field drop-down list, select a Domain.
4. Select the required user or group.
Note: Multiple user or group selections are not supported.
5. Click Add and then click OK.

6. From the Permission column, set access rights for a user or group from the
drop-down list.

Important! If you remove yourself (Admin) from the list in the security
window, you will no longer have any user rights in the current scenario.
After restarting the CA XOsoft Manager or waiting for approximately 10
seconds, the scenario no longer appears in the list of scenarios.
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Setting the Super User Group

You can change a Super User group at any time.

To modify the super user group

1. On the Manager, open the Scenario menu and select the Set Superuser
Group option.

The Set Superuser Group opens.

Set Superuser Group

QA9S-W2K3-5QLNWCA XOs=oft Users
Group name:

| QAS5-WW2K3-SQLICA XOsoft Users | [ Advanced |

Groups on Control Service:

Group Mame

(>

Administrators

Backup Operators

Distributed COM Users

Guests

Metwark Configuration Operators

Performance Log Users

Performance Monitor Users B
Power Users

Print Operators

Remote Desktop Users

Replicator

|zers

CAXDszoft Users hd

QK l [ Cancel

2. From the Groups on Control Service list, select the group to which you
want to assign the Super Users group.
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Simultaneous synchronization and replication e
22
Simultaneous Synchronization and Replication
22
Skipping Synchronization ¢ 67
Snapshot Management window e 294
SnapshotsSee VSS Snapshots ¢ 289
Spool ¢ 57, 167, 173, 201, 252, 273, 309, 344
directory for CDP Repository e 305

directory in Master o 167
directory in Replica » 173
max size in Master ¢ 167
max size in Replica e 173
min disk free size in Master ¢ 167
min disk free size in Replica e 173
of Master, settings o 167
of Replica, settings 173
SSL, opening the Overview page using e 31
Stacking panes e 38
Standard Toolbar e 40
Standby to Active Redirection Script e 225
Start DB e 286
Start DB, in AR test ¢ 286
Starting
replication e 67
scenario ¢ 67
State information ¢ 83
lost connection e 83
State Information e 83
Statistics « 83
pane ¢ 84
refresh e 89
refresh rate e 89
Statistics Tab « 84
Stop DB 288
Stop Replication « 71
Stop upon Error e 139
Stopping
database on Run e 170
replication ¢ 71
scenario ¢ 71
Storage groups and mailbox stores
Creating 195
removing ¢ 195
updating e 195
Store System State Protection Properties o
155, 156, 158
Supported application and database servers e
19
Supported Application and Database Servers o
19
Suspend Replication ¢ 41, 75
Suspend Replication Manually 76
Suspension
activating 75
how it works e 24
manual ¢ 76
resume replication after e 77
schedule 77, 174
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term e 14
Switch Computer Name o 225
Switchback ¢ 211
initiating » 211
understanding ¢ 193
Switching Back the Control Service Roles e
245, 258, 262, 263
Switching Over and Switching Back ¢ 193
Switching the Roles of the Active and Standby
Control Services ¢ 258
Switchover ¢ 41, 208
active and standby host e 193, 223
Active to Standby Redirection Script e 225
add IP/Mask e 225
automated o 224
automatic initiation, defining ¢ 195
automatic or manual, defining ¢ 195
host name, defining ¢ 224
hosts, setting » 224
Identify Network Traffic Direction Script e
225
initiating « 208
Is Alive check o 229
Move IP e 225
NetBIOS name for e 225
perform automatically, define o 224
properties o 221, 224
Properties page ¢ 195
Reboot after, setting 225
Redirect DNS o 225
redirection methods, define ¢ 225
reverse replication scenario initiation,
defining 195
Run Reverse Replication Scenario after,
define ¢ 224
Standby to Active Redirection Script e 225
Switch Computer Name o 225
Switchover Properties o 224
Synchronization e 40, 73
advanced scheduling » 148
automatic e 22
automatic, defining e 139
automatic, preventing upon error ¢ 139
automatic, scheduling ¢ 145
Block e 20, 139
by user request, defining ¢ 139
dialog » 73
excluding dates from schedule ¢ 147
File ¢ 139
filter o 21

hours ¢ 146
how it works ¢ 19
keep deleted files on Replica during e 170
manual e 73
method, selecting for run e 67
methods ¢ 20
reportsee Synchronization report ¢ 168
run script after on Master e 165
run script after on Replica e 170
run script before on Master ¢ 165
run script before on Replica e 170
scheduling e 145
skipping 67
solution e 19
starting e 73
suspend replication during e 75
term e 14
types 139
Synchronization Filter e 21
Synchronization Methods e 20
Synchronization report
detailed « 98
generating, define for Master 168
summarized e 97
viewing ¢ 97
Synchronization Report ¢ 97
Synchronize Registry Keys e 11, 52, 105, 117,
141, 183, 189, 340
Synchronize Windows Shares e 139
Synchronizing hours ¢ 146
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Templates
creating ¢ 60
creating scenario using ¢ 63
using * 60

Terms and abbreviations e 14
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Testing Assured Recovery and Managing VSS
Snapshots e 265

Testing Assured RecoverySee Assured
Recovery e 275

The CA XOsoft Manager o 82

The CA XOsoft Overview Page 81

The Data Recovery Process « 181

The Switchover and Backward Scenario
Processes ¢ 245, 258, 259, 260

Toolbar buttons e 40

Toolbars « 40
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TTL, DNS e 225
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Understanding Assured Recovery Properties e
273, 286

Understanding CDP Scenario Properties ¢ 310,
315, 319

Understanding High Availability Properties e
202, 223, 253

Understanding Master Properties e 93, 165

Understanding Replica Properties » 93, 170

Understanding Scenario Properties e 56, 93,
138, 200, 251, 272, 309, 342

Understanding the CDP Repository e 297

Understanding the CDP Repository Statistics
and Reports « 319

Understanding the Content Distribution
Solution ¢ 333

Understanding the Control Service Scenario e
243

Understanding the High Availability System and
the Switchover and Switchback Procedures e
193

Understanding VSS Snapshot Properties 291,
293

Universal Shadow Storage Volume VSS
Snapshots
Universal Shadow Storage Volume e 293

Unmounting VSS Snapshots ¢ 295

User-defined scripts
for Switchover redirection e 225

Using Templates ¢ 60

Using the CDP Repository e 28, 48, 297

Using the Content Distribution Solution e 11,
333

Using the Manager ¢ 239

Using the Master Cluster o 239

Using VSS Snapshots e 289

\'

Verification
Engine on Hosts ¢ 46
HA scenario results dialog ¢ 195
scenario ¢ 46
View Events in a Separate Window e 90
View Incoming Events ¢ 91

Viewing

events ¢ 90

events in separate window ¢ 90

incoming events using pop-up window e 91

Manager screen options e 37

reports ¢ 94

VSS Snapshots e 294
Viewing a Report ¢ 59, 69, 94, 281, 313, 323,

346
Viewing and Arranging the Manager Screen e

37
Viewing and Managing Snapshots ¢ 294
Viewing Options ¢ 37
Viewing Snapshots ¢ 42, 294
Viewing Toolbar e 42
VSS Snapshots

configuring creation e 289

creation, setting up « 290

Management window e 294

Managing e 295

Max Storage Size per Volume ¢ 293

Preferred Number of Snapshots to Keep o

293

properties ¢ 293

using e 289

viewing e 294

window e 294
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Warnings, before running e 195
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