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CA ARCserve® Backup for Windows Enterprise Option for SAP R/3 for
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CA ARCserve® Replication
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CA 1® Tape Management
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eTrust® Firewall

Unicenter® Network and Systems Management

Unicenter® Software Delivery

Unicenter® VM:Operator®



Support technique

Pour une assistance technique en ligne et une liste compléte des sites,
horaires d'ouverture et numéros de téléphone, contactez le support technique
a l'adresse http://www.ca.com/worldwide.



http://www.ca.com/worldwide

Modifications de la documentation

Le manuel de I'utilitaire de transfert de données UNIX et Linux de CA
ARCserve Backup est un nouveau manuel.
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Chapitre 1 : Présentation de I'utilitaire
de transfert de données Unix/Linux de
CA ARCserve Backup

Ce chapitre traite des sujets suivants :

Introduction (page 11)
Architecture de I'utilitaire de transfert de données pour UNIX/ Linux (page 12)
Fonctionnalité prise en charge par I'utilitaire de transfert de données pour

UNIX/ Linux (page 16)

Limitations du moteur de transfert de données UNIX et Linux (page 17)

Infroduction

CA ARCserve Backup est une solution de stockage compléte destinée aux
applications, aux bases de données, aux serveurs distribués et aux systémes
de fichiers. Elle fournit des capacités de sauvegarde et de restauration pour les
bases de données, les clients de réseau et les applications stratégiques pour
I'entreprise.

CA ARCserve Backup offre notamment comme composant |'utilitaire de
transfert de données pour UNIX/Linux de CA ARCserve Backup.

L'utilitaire de transfert de données pour UNIX/Linux de CA ARCserve Backup
permet de protéger les systemes de fichiers UNIX et Linux ainsi que les
données Oracle. Vous pouvez stocker les données sur des disques accessibles
localement (page 119) et desbibliotheques de bandes qui sont partagées
(page 119) entre les serveurs de I'utilitaire de transfert de données et le CA
ARCserve Backup principal. L'utilisation de disques accessibles localement et
de bibliothéques de bandes partagées permet de diminuer le trafic réseau et
de réduire les fenétres de sauvegarde et de restauration.
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Architecture de I'utilitaire de transfert de données pour UNIX/ Linux

L'utilitaire de transfert de données pour UNIX/Linux permet de gérer des
opérations de sauvegarde et de restauration a I'aide de la fonctionnalité
suivante de CA ARCserve Backup pour le gestionnaire Windows :

Gestion centralisée : La gestion centralisée permet de gérer les licences
CA ARCserve Backup, les unités de stockage, les jobs, les rapports, etc. a
partir d'un serveur de sauvegarde centralisé appelé serveur principal.

Stockage intermédiaire sur disque (sauvegarde de disque a
disque/bande - B2D2T), stockage intermédiaire sur bande
(sauvegarde de bande a bande - B2T2T) et migration de données :
Les sauvegardes de stockage intermédiaire sur disque et de stockage
intermédiaire sur bande permettent de sauvegarder des données vers un
emplacement de stockage temporaire, puis, selon les stratégies
sélectionnées, de migrer les données de sauvegarde vers le média de
destination finale, par exemple une bande.

Remarque : Pour sauvegarder des données vers des unités de stockage
intermédiaire sur disque a l'aide de plus de deux flux de données, vous
devez disposer de la licence pour le module Entreprise de CA ARCserve
Backup. Pour sauvegarder des données vers plusieurs bibliotheques de
lecteurs, vous devez disposer de la licence pour I'option Bibliothéque de
bandes de CA ARCserve Backup.

Tableau de bord pour Windows : Le tableau de bord pour Windows est
une console unique basée sur le réseau qui permet de surveiller et de
consigner en temps réel des données sur les statistiques et les
performances de plusieurs serveurs CA ARCserve Backup dans I'ensemble
de votre environnement de sauvegarde.

Architecture de I'utilitaire de transfert de données pour

UNIX/ Linux

L'utilitaire de transfert de données pour UNIX/ Linux de CA ARCserve Backup
peut étre configuré pour stocker des données sur des systémes de fichiers et
des bibliothéques de bandes partagées.

Cette section comprend les sujets suivants :

Sauvegardes du systeme de fichiers (page 13)

Sauvegardes sur bibliotheque de bandes partagée (page 14)
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Architecture de ['utilitaire de transfert de données pour UNIX/ Linux

Sauvegardes du systéme de fichiers

Pour sauvegarder des données sur des systemes de fichiers (page 119), votre
environnement de sauvegarde doit étre configuré comme suit :

m  Une instalation du serveur principal (page 119) CA ARCserve Backup.

m  ['option de gestion centrale doit étre installée sur le serveur principal.

m ['utilitaire de transfert de données pour UNIX/ Linux (page 120) est
configuré sur le serveur UNIX ou Linux.

m  Le systéme de fichiers de CA ARCserve Backup est connecté au serveur de
|'utilitaire de transfert de données (page 119).
Réseau local [LAN)

Serveur du moteur de transfert de Serveur principal
données UMEK/Linux CA ARCserve Backup

EQ/
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Architecture de I'utilitaire de transfert de données pour UNIX/ Linux

Sauvegardes sur bibliotheque de bandes partagée

Pour sauvegarder des données sur des bibliotheéques de bandes partagées
(page 119), votre environnement de sauvegarde doit étre configuré comme
suit :

m  Une instalation du serveur principal (page 119) CA ARCserve Backup. Les
produits suivants doivent étre installés sur le serveur principal :

- Option de gestion centrale
- Option SAN
- Option Tape Library (gestion des bibliothéques de bandes)

m | 'utilitaire de transfert de données pour UNIX/ Linux (page 120) est
installé sur le serveur de I'utilitaire de transfert de données (UNIX ou
Linux).

m  La bibliothéque doit étre partagée entre le serveur principal et le serveur
de I'utilitaire de transfert de données (page 119). Les bibliotheques
peuvent étre partagées avec n'importe quelle combinaison de serveurs:
membres (page 119), serveurs de fichiers NAS ou autres serveurs de
|'utilitaire de transfert de données.
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Architecture de ['utilitaire de transfert de données pour UNIX/ Linux

Réseau local [LAN)

Serveur principal
CAARCsene Backup

Serveur du moteur de
transfert de données
MBS Linus

Réseau SAN

JO0AM

Chapitre 1 : Présentation de I'utilitaire de transfert de données Unix/Linux de CA ARCserve Backup 15



Fonctionnalité prise en charge par I'vtilitaire de transfert de données pour UNIX/ Linux

Fonctionnalité prise en charge par I'vtilitaire de transfert de
données pour UNIX/ Linux

L'utilitaire de transfert de données pour UNIX/ Linux permet d'effectuer les
taches suivantes :

m  Sauvegarder et restaurer les données de systemes de fichiers UNIX et
Linux ainsi que les données Oracle a l'aide de systemes de fichiers
(page 119) locaux et de bibliotheques de bandes partagées (page 119).

m  Gérer les licences de I'utilitaire de transfert de données pour UNIX/ Linux
de facon centrale a partir des serveurs principaux de CA ARCserve Backup.

m  Migrer les données des emplacements de stockage intermédiaire vers le
média de destination finale dans les scénarios décrits dans le tableau
suivant :

Job soumis a partir du type
de serveur de sauvegarde

Emplacement de stockage
intermédiaire

Destination finale

Serveur de |'utilitaire de
transfert de données

Bibliothéque partagée sur le
serveur de l'utilitaire de
transfert de données local

Bibliotheque partagée sur le
serveur de l'utilitaire de transfert de
données local

Serveur de |'utilitaire de
transfert de données

Bibliothéque partagée sur le
serveur de l'utilitaire de
transfert de données local

Bibliotheque partagée sur le
serveur principal

Serveur de |'utilitaire de
transfert de données

Bibliothéque partagée sur le
serveur de l'utilitaire de
transfert de données local

Systéme de fichiers connecté
localement

Serveur de |'utilitaire de
transfert de données

Systéme de fichiers connecté
localement

Bibliothéque partagée sur le
serveur de l'utilitaire de transfert de
données local

Serveur de |'utilitaire de
transfert de données

Systeme de fichiers connecté
localement

Systéme de fichiers connecté
localement

16 Manuel du moteur de transfert de données UNIX et Linux



Limitations du moteur de transfert de données UNIX et Linux

Limitations du moteur de transfert de données UNIX et Linux

Le moteur de transfert de données pour UNIX/Linux ne prend pas en charge la
sauvegarde des données vers les unités suivantes :

Unités RAID de bandes de CA ARCserve Backup.
Unités de déduplication des données de CA ARCserve Backup.
Unités de bande a lecteur unique.

Bibliothéques directement connectées au serveur de moteur de transfert
de données.

Remarque : Pour plus d'informations sur les unités prises en charge, voir la
liste des unités certifiées de CA ARCserve Backup sur le site Web de support
de CA.

Le moteur de transfert de données pour UNIX/Linux ne prend pas en charge
les fonctionnalités suivantes :

Sauvegarde des données a l'aide du multiplexage.

Sauvegarde des données a l'aide du chiffrement co6té serveur de CA
ARCserve Backup, de la compression coté serveur de CA ARCserve Backup
et du chiffrement LTO.

Installation du moteur de transfert de données pour UNIX/Linux a I'aide de
la communication distante. Vous devez vous connecter au serveur de
moteur de transfert de données et exécuter le script d'installation.

Mise a niveau d'une version précédente de BrightStor ARCserve Backup
pour UNIX et BrightStor ARCserve Backup pour Linux.

Remarque : CA ARCserve Backup permet de migrer les informations de la
base de données BrightStor ARCserve Backup r11.5 vers cette version.
Pour plus d'informations, voir Migrer des informations de |la base de
données a partir des versions précédentes vers la base de données CA
ARCserve Backup (page 31).

Exécution de I'utilitaire de copie sur bande sur le serveur du moteur de
transfert de données.
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Limitations du moteur de transfert de données UNIX et Linux

®m  Soumission des jobs a l'aide des utilitaires de ligne de commande de CA
ARCserve Backup a partir du serveur de moteur de transfert de données.
par exemple, de ca_backup et ca_restore.

m  Sauvegarde et restauration des données vers des systemes distants.

Le scénario suivant décrit la procédure de restauration des données vers
des systémes distants.

- Le serveur principal CA ARCserve Backup, le serveur A du moteur de
transfert de données et le serveur B du moteur de transfert de
données partagent une unité qui réside sur le SAN.

- Vous sauvegardez des données, qui consistent en sessions qui résident
sur le serveur A du moteur de transfert de données vers I'unité
partagée qui réside sur le SAN.

- Vous restaurez les sessions a partir de I'unité qui réside sur le SAN
vers le serveur B du moteur de transfert de données.

Dans ce scénario, vous pouvez restaurer les données sauvegardées sur les
unités partagées sur le réseau SAN directement a partir du serveur
principal ou du serveur B du moteur de transfert de données, comme
I'illustre la boite de dialogue suivante :

Média de restauration
Les bandes suivantes sont requises pour restaurer les sesgions sélectionnées :
Mom du média | M* de série | MN* de séquence | M* de session | Serveurs accessibles
By 24/05/3018:52 [5117] [aalj| 0oo1 PRIMARY SERVER, DATA MOVER ¢
1| | i
S électionnez un serveur pour la restauration :
FRIMARY SERVER j
1 PRIM&RY SERVER |
DATA MOVER SERVER B |
Enregistrer danz le fichier | ag I Annuler
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Chapitre 2 : Installation et configuration
de I'vtilitaire de transfert de données
pour UNIX/Linux de CA ARCserve
Backup

Ce chapitre traite des sujets suivants :

Plates-formes UNIX et Linux prises en charge (page 19)

Obtention d'une licence pour le moteur de transfert de données pour
UNIX/Linux (page 20)

Limitations concernant la mise a niveau a partir d'une version précédente
(page 22)

Installez |'utilitaire de transfert de données pour UNIX/Linux de CA ARCserve
Backup (page 24)

Migrer les informations de la base de données des versions précédentes vers
la base de données de CA ARCserve Backup (page 31)

Migrer les données de I'option de gestion des médias d'une version précédente
vers la base de données CA ARCserve Backup (page 33)

Comment enregistrer le serveur de |'utilitaire de transfert de données avec le
serveur principal (page 36)

Désinstaller ['utilitaire de transfert de données pour UNIX/Linux de CA
ARCserve Backup (page 41)

Annulez I'enregistrement des serveurs de |'utilitaire de transfert de données a
I'aide de la console du gestionnaire (page 42)

Plates-formes UNIX et Linux prises en charge

CA ARCserve Backup prend en charge l'installation de I'utilitaire de transfert de
données pour UNIX/Linux sur les plates-formes UNIX et Linux suivantes :

m  Linux

= SUN SPARC
m AIX

= HP-UX

Remarque : La liste compléte des systémes d'exploitation UNIX et Linux pris
en charge se trouve dans le fichier Readme CA ARCserve Backup.
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Obtention d'une licence pour le moteur de transfert de
données pour UNIX/Linux

Le moteur de transfert de données pour UNIX/Linux de CA ARCserve Backup
requiert les composants et les licences décrits dans le tableau suivant :

Type de serveur Composant requis

Licences requises

Serveur principal

Vous devez installer les composants
suivants sur le serveur principal :

m  Produit de base CA ARCserve
Backup (Serveur principal)

m  Option de gestion centrale de CA
ARCserve Backup

m (Facultatif) Option SAN de CA
ARCserve Backup

m (Facultatif) Option pour
bibliothéques de bandes de CA
ARCserve Backup

m (Facultatif) Module Entreprise de CA

ARCserve Backup

Remarque : Toutes les licences sont
gérées de fagon centrale a partir du
serveur principal.

Vous devez installer et obtenir une
licence pour I'option SAN et |'option
pour bibliothéques de bandes
uniquement si vous sauvegardez
des données vers des bibliothéques
qui sont partagées entre le serveur
principal et le serveur du moteur de
transfert de données.

Vous devez installer et obtenir une
licence pour le module Entreprise
pour effectuer des sauvegardes de
stockage intermédiaire sur disque
avec plus de deux flux de données
de sauvegarde ou pour sauvegarder
des données a I'aide du multiflux.
Vous devez enregistrer une licence
du module Entreprise pour chaque
serveur de moteur de transfert de
données. Pour plus d'informations,
consultez le manuel
d'administration.

Serveur du
moteur de
transfert de
données

Vous devez installer les composants

suivants sur les serveurs du moteur de

transfert de données :

m Moteur de transfert de données
pour UNIX/Linux de CA ARCserve
Backup

m  Agent client pour le systéeme de
fichiers (par exemple, AIX, Linux,
etc.)

m  Agent pour Oracle de CA ARCserve

Backup (facultatif) Cet agent est

requis uniquement pour protéger les

bases de données Oracle.

Remarque : Toutes les licences sont
gérées de facon centrale a partir du

Par défaut, l'installation installe
I'agent client pour le systéme de
fichiers lorsque vous installez le
moteur de transfert de données
pour UNIX/Linux. Avec cette
configuration, vous n'avez pas
besoin de licence distincte pour
I'agent client pour le systéme de
fichiers.

Vous devez installer et obtenir une
licence pour I'agent pour Oracle
uniqguement pour sauvegarder des
données avec une précision de
niveau base de données Oracle.
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Type de serveur Composant requis Licences requises

serveur principal.

Exemples : Comment obtenir une licence pour le moteur de transfert
de données pour UNIX/Linux

Vous souhaitez protéger des données qui résident sur un serveur de
moteur de transfert de données et sauvegarder des données vers un
systéme de fichiers qui est connecté au serveur de moteur de transfert de
données.

- Serveur principal : Exige d'installer le produit de base CA ARCserve
Backup et I'option de gestion centralisée de CA ARCserve Backup sur
le serveur principal. Vous enregistrez et gérez ces licences a partir du
serveur principal.

- Serveur du moteur de transfert de données : requiert I'installation
du moteur de transfert de données pour UNIX/Linux de CA ARCserve
Backup sur le serveur du moteur de transfert de données. Vous
enregistrez et gérez la licence du moteur de transfert de données pour
UNIX/Linux a partir du serveur principal.

Remarque : Cette configuration ne vous oblige pas a installer I'option SAN
de CA ARCserve Backup, ni I'option pour bibliothéques de bandes de CA
ARCserve Backup, ni les deux, sur I'un des deux serveurs.

Vous souhaitez protéger des données qui résident sur un serveur de
moteur de transfert de données et sauvegarder des données vers une
bibliothéque qui est partagée entre le serveur principal et un ou plusieurs
serveurs de moteur de transfert de données.

- Serveur principal : Exige d'installer le produit de base CA ARCserve
Backup, I'option de gestion centrale de CA ARCserve Backup, I'option
pour bibliotheques de bandes de CA ARCserve Backup et I'option pour
SAN de CA ARCserve Backup sur le serveur principal. Vous enregistrez
et gérez ces licences a partir du serveur principal.

- Serveur du moteur de transfert de données : requiert l'installation
du moteur de transfert de données pour UNIX/Linux de CA ARCserve
Backup sur chaque serveur de moteur de transfert de données. Vous
enregistrez et gérez les licences du moteur de transfert de données
pour UNIX/Linux a partir du serveur principal. En plus, vous devez
enregistrer une licence pour I'option pour bibliotheques de bandes et
une licence pour I'option SAN sur le serveur principal pour chaque
serveur du moteur de transfert de données.
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Limitations concernant la mise a niveauv a partir d'une
version précédente

Tenez compte des limitations suivantes lors des mise a niveau de BrightStor
ARCserve Backup r11.5 vers cette version.

CA ARCserve Backup ne prend pas en charge la mise a niveau du produit
de base BrightStor ARCserve Backup r11.5 directement vers cette version.
L'installation se terminera s'il détecte que le produit de base BrightStor
ARCserve Backup est installé sur le serveur de I'utilitaire de transfert de
données cible. Par conséquent, vous devez désinstaller les composants de
la version précédente et effectuer une nouvelle installation de I'utilitaire de
transfert de données pour UNIX/Linux sur le serveur de I'utilitaire de
transfert de données cible.

Toutefois, CA ARCserve Backup permet uniqguement la mise a niveau des
composants suivants sur le serveur de I'utilitaire de transfert de données
cible :

- Agent client pour UNIX/Agent Client pour Linux
- Agent pour Oracle pour UNIX/Agent pour Oracle pour Linux

Important : L'un ou les deux composants décrits ci-dessus et I'agent
commun doivent étre les seuls composants de BrightStor ARCserve
Backup installés sur le serveur cible.

CA ARCserve Backup permet de mettre a niveau I'agent de systéme de
fichiers et I'agent pour Oracle sur le serveur de I'utilitaire de transfert de
données cible. Lors de I'exécution de l'installation sur le serveur de
I'utilitaire de transfert de données cible, l'installation détecte les versions
des composants pouvant étre mis a niveau, le cas échéant, installés sur le
serveur. Si une mise a niveau prise en charge est détectée, l'installation
vous invite a installer la version la plus récente des composants suivants :

- Agent client pour UNIX (r11.1, r11.5, r12 et r12.5)
- Agent Client pour Linux (r11.1, r11.5, r12 et r12.5)

- Agent pour Oracle sur les plates-formes UNIX (r11.1, r11.5, r12 et
r12.5)

- Agent pour Oracle sur les plates-formes Linux (r11.1, r11.5, r12 et
r12.5)
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m  CA ARCserve Backup permet de migrer des informations de la base de
données Ingres de BrightStor ARCserve Backup et de I'option de gestion
des médias vers cette version. Si vous voulez migrer les informations de la
base de données Ingres, de I'option de gestion des médias ou des deux
vers la base de données CA ARCserve Backup, ne supprimez pas la base
de données Ingres du serveur de I'utilitaire de transfert de données
lorsque vous désinstallez BrightStor ARCserve Backup. Pour plus
d'informations, voir Migrer des informations de la base de données a partir
des versions précédentes vers la base de données CA ARCserve Backup
(page 31).

m  Aprés avoir installé I'utilitaire de transfert de données pour UNIX/Linux sur
le serveur de |'utilitaire de transfert de données, il se peut que vous deviez
recréer les jobs de sauvegarde pour protéger le serveur de |'utilitaire de
transfert de données.

m  Pour utiliser les données qui sont stockées sur les unités de systémes de
fichiers de BrightStor ARCserve Backup r11.5, procédez comme suit :

1. A l'aide de l'utilitaire de transfert de données pour UNIX/Linux, créez
une nouvelle unité de systémes de fichiers en utilisant le chemin
d'acceés qui a été configuré dans ARCserve r11.5.

CA ARCserve Backup met a niveau le systéme de fichiers vers cette
version.

2. Fusionnez les données d'en-téte de session avec la base de données
CA ARCserve Backup a l'aide de l'utilitaire de fusion.
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Installez I'vtilitaire de transfert de données pour UNIX/Linux
de CA ARCserve Backup

L'utilitaire de transfert de données pour UNIX/Linux permet de sauvegarder et
de restaurer les données résidant sur les serveurs UNIX et Linux vers les
bibliotheques connectées au SAN.

Pour déployer I'utilitaire de transfert de données pour UNIX/Linux, le serveur
principal CA ARCserve Backup doit au moins se trouver a I'un des
emplacements suivants :

m  Sur le méme SAN que le serveur UNIX ou Linux que vous voulez protéger.

m  Sur le méme réseau que le serveur UNIX ou Linux que vous voulez
protéger.

Apres avoir installé le serveur principal CA ARCserve Backup, vous pouvez
installer I'utilitaire de transfert de données pour UNIX/Linux de CA ARCserve
Backup sur le serveur UNIX ou Linux que vous voulez protéger en utilisant les
scripts qui sont fournis sur les médias d'installation de CA ARCserve Backup.

Remarque : Pour plus d'informations sur la maniére d'installer le serveur
principal CA ARCserve Backup, voir le Manuel d'implémentation.
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Enregistrement du serveur de l'utilitaire de transfert de données

Aprés avoir installé I'utilitaire de transfert de données pour UNIX/Linux sur le
serveur que vous voulez protéger, vous devez enregistrer le serveur avec le
serveur principal de CA ARCserve Backup.

Vous pouvez utiliser I'une des méthodes suivantes pour enregistrer le serveur
de l'utilitaire de transfert de données avec le serveur principal :

m  Enregistrez le serveur de I'utilitaire de transfert de données lors de
I'exécution du script d'installation sur le serveur UNIX ou Linux.

m  Enregistrer le serveur de I'utilitaire de transfert de données a partir du
serveur principal a I'aide de la Configuration des unités aprés avoir
exécuté le script d'installation sur le serveur UNIX ou Linux.

Remarque : Pour plus d'informations, voir Enregistrer le serveur de
I'utilitaire de transfert de données avec le serveur principal a |'aide de la
Configuration des unités (page 36).

m  Enregistrer le serveur de |'utilitaire de transfert de données a I'aide d'un
utilitaire de ligne de commande appelé regtool sur le serveur UNIX ou
Linux.

Remarque : Pour plus d'informations, voir Enregistrer le serveur de
['utilitaire de transfert de données avec le serveur principal a |'aide de

regtool (page 39).

Cette section comprend les sujets suivants :

Taches préalables (page 26)

Scripts d'installation (page 27)

Installer I'utilitaire de transfert de données pour UNIX/Linux de CA ARCserve
Backup sur des systémes d'exploitation UNIX (page 28)

Installer I'utilitaire de transfert de données pour UNIX/Linux de CA ARCserve
Backup sur des systémes d'exploitation Linux (page 29)

Fichier de notes d'installation (page 30)

Chapitre 2 : Installation et configuration de I'utilitaire de transfert de données pour UNIX/Linux de CA
ARCserve Backup 25



Installez |'utilitaire de transfert de données pour UNIX/Linux de CA ARCserve Backup

Taches préalables

Avant d'installer le moteur de transfert de données pour UNIX/LINUX,
effectuez les taches suivantes :

Installez CA ARCserve Backup pour Windows sur le serveur principal.
Fournissez le nom d'héte du serveur principal CA ARCserve Backup.

Fournissez le mot de passe correspondant au hom d'utilisateur caroot pour
le serveur principal CA ARCserve Backup.

Assurez-vous que le serveur principal CA ARCserve Backup et que la
communication est établie entre le serveur du moteur de transfert de
données cible. Vous pouvez vérifier que les serveurs peuvent
communiquer a l'aide de la commande ping de nom d'héte.

Vous n'avez pas besoin de désinstaller les composants suivants du serveur
de moteur de transfert de données cible pour effectuer la mise a niveau
vers cette version :

- Agent client pour Linux (r11.1, r11.5, r12 et r12.5)

Agent client pour UNIX (r11.1, r11.5, r12 et r12.5)

Agent pour Oracle pour Linux (r11.1, r11.5, r12 et r12.5)
- Agent pour Oracle pour UNIX (r11.1, r11.5, r12 et r12.5)

En cas d'exécution sur le serveur du moteur de transfert de données cible,
le script d'installation détecte, le cas échéant, la version des agents pour
systémes de fichiers ci-dessus présents sur ce serveur. Si le script
d'installation détecte une plate-forme prise en charge, vous serez invité a
installer la derniére version des agents du systéme de fichiers ci-dessus.

CA ARCserve Backup permet de migrer des informations de la base de
données Ingres de BrightStor ARCserve Backup et de I'option de gestion
des médias vers cette version. Si vous souhaitez migrer les informations
de la base de données Ingres et/ou de |'option de gestion des médias vers
la base de données CA ARCserve Backup, effectuez la migration de base
de données avant de désinstaller le produit de base BrightStor ARCserve
Backup et avant d'installer le moteur de transfert de données pour
UNIX/Linux. Pour plus d'informations, voir Migrer des informations sur la
base de données des versions précédentes vers la base de données CA
ARCserve Backup (page 31) dans le manuel du moteur de transfert de
données pour UNIX/Linux.
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m  Si un pare-feu est configuré sur le serveur de I'utilitaire de transfert de
données cible, ajoutez CA ARCserve Backup a la liste d'exceptions du
pare-feu sur le serveur de I'utilitaire de transfert de données cible. Cela
permettra au serveur principal CA ARCserve Backup et aux serveurs
membres de communiquer avec le serveur de I'utilitaire de transfert de
données aprés avoir installé I'utilitaire de transfert de données pour
UNIX/Linux. Par défaut, CA ARCserve Backup communique via le port
6051.

Remarque : Pour plus d'informations sur la maniére d'ajouter CA
ARCserve Backup a la liste des exceptions du pare-feu, voir la
documentation spécifique a la plate-forme.

Scripts d'installation

Le média d'installation de CA ARCserve Backup pour Windows contient des
scripts d'installation qui sont stockés dans les répertoires suivants :

DVD ROOT\DataMoverandAgent\<Linux>
DVD ROOT\DataMoverandAgent\<UNIX>
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Installer I'vtilitaire de transfert de données pour UNIX/Linux de CA ARCserve
Backup sur des systemes d'exploitation UNIX

Vous pouvez installer le moteur de transfert de données pour UNIX et Linux de
CA ARCserve Backup sur diverses plates-formes UNIX, telles que AIX, HP-UX
et Solaris. Pour plus d'informations sur les systemes d'exploitation UNIX pris
en charge, reportez-vous au fichier Readme de CA ARCserve Backup.

Installez le moteur de transfert de données pour UNIX et Linux de CA
ARCserve Backup sur des systémes d'exploitation UNIX

1. Connectez-vous a I'ordinateur UNIX en tant qu'utilisateur root :

Insérez les médias d'installation de CA ARCserve Backup dans le lecteur
DVD de l'ordinateur.

Montez le DVD dans un répertoire disponible ou nouvellement créé sur
I'ordinateur. Exemple:

# mount -F cdfs /dev/dsk/cl1t2d® /mnt/dvdrom

2. Indiquez le répertoire du systéme d'exploitation a utiliser sur le DVD
monté. Exemple:

# cd /mnt/dvdrom/DataMoverandAgent/UNIX/<aix|hp|solaris>
3. Exécutez le script suivant :
# ./install
4. Suivez les instructions a I'écran pour terminer l'installation.

5. En cas d'exécution sur le serveur du moteur de transfert de données cible,
le script d'installation détecte, le cas échéant, la version des agents pour
systemes de fichiers ci-dessus présents sur ce serveur. Si le script
d'installation détecte une plate-forme prise en charge, vous serez invité a
installer la derniére version des agents du systeme de fichiers ci-dessus.

Remarque : Vous devez enregistrer le serveur de moteur de transfert de
données aupres du serveur principal pour permettre aux serveurs respectifs de
communiquer. Il est recommandé d'enregistrer le serveur de moteur de
transfert de données avec le serveur principal lorsque vous y étes invité par le
script d'installation. Vous pouvez aussi enregistrer le serveur de moteur de
transfert de données en utilisant I'utilitaire regtool ou la configuration des
unités a partir du serveur principal apres avoir exécuté le script d'installation
sur le serveur de moteur de transfert de données.

Informations complémentaires :

Comment enregistrer le serveur de ['utilitaire de transfert de données avec le
serveur principal (page 36)
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Installer I'vtilitaire de transfert de données pour UNIX/Linux de CA ARCserve
Backup sur des systémes d'exploitation Linux

Vous pouvez installer le moteur de transfert de données pour UNIX et Linux de
CA ARCserve Backup sur plusieurs plates-formes Linux. Pour plus
d'informations sur les systemes d'exploitation Linux pris en charge, reportez-
vous au fichier Readme de CA ARCserve Backup.

Installez le moteur de transfert de données pour UNIX et Linux de CA
ARCserve Backup sur des systémes d'exploitation Linux

1. Connectez-vous a l'ordinateur Linux en tant que qu'utilisateur root.

Insérez les médias d'installation de CA ARCserve Backup dans le lecteur
DVD de l'ordinateur.

Montez le DVD dans un répertoire disponible ou nouvellement créé sur
I'ordinateur. Exemple:

# mount -t 1509660 /dev/dvdrom /mnt/dvdrom

2. Indiquez le répertoire du systéme d'exploitation a utiliser sur le DVD
monté. Exemple:

# cd /mnt/dvdrom/DataMoverandAgent/Linux
3. Exécutez le script suivant :
# ./install
4. Suivez les instructions a I'écran pour terminer l'installation.

5. En cas d'exécution sur le serveur du moteur de transfert de données cible,
le script d'installation détecte, le cas échéant, la version des agents pour
systemes de fichiers ci-dessus présents sur ce serveur. Si le script
d'installation détecte une plate-forme prise en charge, vous serez invité a
installer la derniére version des agents du systeme de fichiers ci-dessus.

Remarque : Vous devez enregistrer le serveur de moteur de transfert de
données aupres du serveur principal pour permettre aux serveurs respectifs de
communiquer. Il est recommandé d'enregistrer le serveur de moteur de
transfert de données avec le serveur principal lorsque vous y étes invité par le
script d'installation. Vous pouvez aussi enregistrer le serveur de moteur de
transfert de données en utilisant I'utilitaire regtool ou la configuration des
unités a partir du serveur principal apres avoir exécuté le script d'installation
sur le serveur de moteur de transfert de données.

Informations complémentaires :

Comment enregistrer le serveur de ['utilitaire de transfert de données avec le
serveur principal (page 36)
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Fichier de notes d'installation

Le fichier de notes d'installation est une version au format html des
procédures d'installation incluses dans ce manuel.

Pour ouvrir le fichier de notes d'installation, cliquez sur Instructions
d'installation pour le serveur de I'utilitaire de transfert de données de CA
ARCserve Backup pour les plates-formes autres que Windows dans
I'explorateur d'installation de CA ARCserve Backup.

(2. ARCserve: Backup r15

—a Installer le serveur et les agents pour
Documents Windows de CA ARCserve Backup

-8 Instructions d'installation des
agents clients CA ARCserve Backup pour
Formation les plates-formes non Windows

= Instructions d'installation de
['utilitaire de transfert des données CA
ARCserve Backup pour UNIX et Linux

=e Installer CA ARCserve Backup Patch
Manager pour Windows

e Lire la documentation du produit CA ARCserve
Backup

—e Contacter CA

= Pour en savoir plus sur les stages et
autoformations CA ARCserve Backup
contactez CA Formation.

Informations de support

Parcourir le CD

|Quitter \
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ARCserve Backup

Migrer les informations de la base de données des versions
précédentes vers la base de données de CA ARCserve

Backup

CA ARCserve Backup permet de migrer les informations de la base de données
de BrightStor ARCserve Backup r11.5 vers cette version. La migration des
données permet d'effectuer des opérations de restauration a I'aide des
données qui ont été créées avec BrightStor ARCserve Backup r11.5.

CA ARCserve Backup dispose des outils suivants pour exécuter la migration de
données :

IngresDBDump.sh : Permet d'extraire les données de la base de
données Ingres sur le serveur BrightStor ARCserve Backup r11.5.

Mergelngres2Sql.exe : Permet de fusionner les données extraites avec
la base de données CA ARCserve Backup.

Remarque : Cet utilitaire permet de migrer les informations de la base de
données Ingres vers des bases de données CA ARCserve Backup exécutant
Microsoft SQL Server et Microsoft SQL Server Express Edition.

Pour migrer les informations de la base de données d'une version
précédente vers la base de données CA ARCserve Backup

1.

Installez CA ARCserve Backup sur le serveur principal.

Important : Vous ne devez pas désinstaller BrightStor ARCserve Backup
r11.5 du serveur du moteur de transfert de données cible avant d'avoir
terminé cette tache.

Connectez-vous au serveur BrightStor ARCserve Backup r11.5.
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Copiez IngresDBDump.sh a partir des médias d'installation de CA
ARCserve Backup vers le serveur BrightStor ARCserve Backup r11.5.

Remarque : Vous devez copier IngresDBDump.sh a partir du répertoire
des médias d'installation de CA ARCserve Backup qui correspond au
systéme d'exploitation exécuté sur le serveur du moteur de transfert de
données cible.

m Plates-formes Linux
DataMoverandAgent\Linux

m Plates-formes HP
DataMoverandAgent\UNIX\hp

m Plates-formes Solaris :
DataMoverandAgent\UNIX\solaris

m Plates-formes AIX
DataMoverandAgent\UNIX\aix

A partir du serveur BrightStor ARCserve Backup r11.5, exécutez
IngresDBDump.sh.

IngresDBDump.sh vide les données de session, de bande et de pool de la
base de données Ingres vers common.dmp, aspool.dmp et
astpses_tmp.dmp. Ces fichiers seront situés dans le répertoire suivant :

$BAB_HOME/dbase/ingres/tmp
Les fichiers de vidage contiendront les données suivantes :

m  common.dmp : Le nom d'héte et le nom du systéme d'exploitation de
I'ordinateur UNIX ou Linux.

m astpses_tmp.dmp : Les informations sur la session et les informations
de bande associées qui ont été vidées de la base de données Ingres.

m aspool.dmp : données du pool supprimées de la base de données
Ingres.

Copiez common.dmp, aspool.dmp et astpses_tmp.dmp vers le serveur
principal.
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A partir du serveur principal, exécutez Mergelngres2Sql.exe en utilisant la
syntaxe suivante :

MergeIngres2Sql.exe <-dir> <-migrated4recognizedmedias> [-help]
Remarque : <> indique les arguments obligatoires.
Arguments :
<-dir>

Permet de spécifier I'emplacement du répertoire des fichiers copiés
(common.dmp, astpses_tmp.dmp et aspool.dmp).

<-migratedrecognizedmedias>

Permet a CA ARCserve Backup de migrer les informations pour toutes
les bandes créées a I'aide de BrightStor ARCserve Backup.

[-help]
(Facultatif) Permet de visualiser I'aide pour cet outil.

Mergelngres2Sql.exe migre les informations sur la base de données Ingres
a partir du serveur BrightStor ARCserve Backup vers la base de données
du serveur CA ARCserve Backup.

Migrer les données de I'option de gestion des médias d'une
version précédente vers la base de données CA ARCserve

Backup

CA ARCserve Backup permet de migrer les données de I'option de gestion des
médias de BrightStor ARCserve Backup r11.5 vers cette version. Cette
fonctionnalité présente des avantages dans les scénarios suivants :

Vous avez un volume élevé de bandes stockées dans des chambres fortes
hors sites.

Vous comptez sur I'exécution des cycles de mise en chambre forte pour
générer les rapports d'expédition et de réception.

Vous voulez archiver vos bandes vers les bibliothéques de votre
implémentation actuelle de CA ARCserve Backup pour Windows.

Vous voulez ou prévoyez de mettre a niveau le serveur UNIX ou Linux vers
un serveur de moteur de transfert de données de CA ARCserve Backup.
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CA ARCserve Backup

CA ARCserve Backup permet de migrer les données MMO des installations
BrightStor ARCserve Backup r11.5 (inclut la version de disponibilité générale
et tous les services packs les plus récents) vers cette version.

Si votre implémentation de BrightStor ARCserve Backup r11.5 comprend un
serveur SAN principal et des serveurs SAN distribués, vous pouvez migrer les
données MMO du serveur SAN principal et des serveurs SAN distribués.
Toutefois, vous devez migrer les données MMO du serveur principal SAN avant
de migrer les données MMO des serveurs SAN distribués.

CA ARCserve Backup permet de migrer les données suivantes :
m  Données de session de sauvegarde

m  Données de bande

m  Données d'un pool de médias

m  Données de chambre forte

m  Données MMO diverses

Important : Ne désinstallez pas BrightStor ARCserve Backup r11.5 de
I'ordinateur cible UNIX ou Linux avant de terminer cette tache.

Pour migrer données de I'option de gestion des médias d'une version
précédente vers la base de données de CA ARCserve Backup

1. Assurez-vous que tous les services BrightStor ARCserve Backup sont
exécutés sur le serveur UNIX ou Linux.

Assurez-vous que tous les jobs de migration de stockage intermédiaire sur
le serveur UNIX ou Linux sont terminés. Cette tdche ne permet pas de
migrer les informations de stockage intermédiaire a partir de votre
implémentation précédente.

2. (Facultatif) Comme bonne pratique, vous devez effectuer une sauvegarde
compléte du serveur UNIX ou Linux. Cela permet de créer un point de
récupération auquel vous pouvez revenir au cas oU vous auriez besoin de
revenir a votre implémentation BrightStor ARCserve Backup r11.5.

3. Surle serveur UNIX ou Linux, exécutez IngresDBDump.sh.

Remarque : Vous devez spécifier les informations d'identification du
compte racine pour exécuter IngresDBDump.sh. Toutefois, IngresDBDump
n'exige pas de parametres.

IngresDBDump.sh vide les données dans le répertoire suivant :
$BAB HOME/dbase/ingres/tmp

Remarque : Comme bonne pratique, créez une sauvegarde des données
vidées en copiant les données vers un répertoire différent sur le serveur
UNIX ou Linux.
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10.

Identifiez les répertoires qui contiennent les données des systémes de
fichiers que vous migrerez. Vous pouvez identifier les répertoires en
examinant le fichier de configuration suivant :

$BAB_HOME/config/camediad.cfg
Désinstallez BrightStor ARCserve Backup r11.5 du serveur UNIX ou Linux.

Installez le moteur de transfert de données pour UNIX/Linux sur le
serveur.

Remarque : Vous devez enregistrer le serveur avec le serveur principal
CA ARCserve Backup pendant que vous installez le moteur de transfert de
données pour UNIX/Linux.

Copiez les données vidées a partir du serveur du moteur de transfert de
données vers le serveur principal CA ARCserve Backup.

Effectuez I'une des opérations suivantes :

m Pour migrer les données de toutes les bandes, exécutez la commande
suivante sur le serveur principal :

MergeIngres2SQL.exe -dir <path to the dumped data>

m Pour migrer uniquement les données des bandes détectées, procédez
comme suit :

a. Créez des systémes de fichiers sur le serveur du moteur de
transfert de données en utilisant les chemins d'accés identifiés
dans le fichier de configuration camediad.cfg.

b. Exécutez la commande suivante sur le serveur principal :

MergeIngres2SQL.exe -dir <path to the dumped data> -
migrate4recognizedmedias

Ouvrez la console du gestionnaire de restauration sur le serveur principal.

Cliquez sur l'onglet Source et sélectionnez Restauration par session (ou
Restauration par arborescence) dans la liste déroulante.

Les sessions de sauvegarde migrées s'affichent et sont répertoriées sous le
meédia correspondant.

Cliquez sur une session migrée.
CA ARCserve Backup vous invite a fusionner la session spécifiée.
Cliguez sur Oui.

Répétez cette étape pour toutes les sessions migrées.
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Comment enregistrer le serveur de I'vtilitaire de transfert de
données avec le serveur principal

Le serveur de I'utilitaire de transfert de données doit étre enregistré avec le
serveur principal CA ARCserve Backup pour sauvegarder et restaurer les
données. Vous pouvez enregistrer le serveur de |'utilitaire de transfert de
données avec le serveur principal en utilisant les méthodes suivantes :

= Enregistrez le serveur de I'utilitaire de transfert de données lors de
I'exécution du script d'installation sur le serveur UNIX ou Linux.

Voulez-vous enregistrer ce gerveur d'utilitaire de transfert de données auprés du serveur principal maintenant ? (y/nj: (par défauc :

: T18N-6ESFEDSBZL

- de 1'ucilitaire de transfert de données auprés du serveur principal est terminé.

m  Enregistrez le serveur de I'utilitaire de transfert de données manuellement
a partir du serveur principal a l'aide de la configuration des unités aprés
avoir exécuté le script d'installation sur le serveur de |'utilitaire de
transfert de données pour UNIX/Linux (page 36).

m  Enregistrez le serveur de |'utilitaire de transfert de données manuellement
en utilisant regtool sur le serveur de I'utilitaire de transfert de données
pour UNIX/Linux (page 39).

Enregistrement des serveurs de moteur de transfert de données aupres du
serveur principal via la configuration d'unités

CA ARCserve Backup permet d'enregistrer manuellement les serveurs de

moteur de transfert de données aurprés du serveur principal a l'aide de la
configuration d'unités. Vous pouvez utiliser cette procédure dans I'un des
scénarios suivants :

®m  Vous n'avez pas enregistré le serveur de moteur de transfert de données
aupres du serveur principal lors de l'installation du moteur de transfert de
données pour UNIX/Linux sur le serveur de moteur de transfert de
données.

m  Le processus d'enregistrement ne s'est pas terminé correctement.
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Taches préalables

m Le produit de base de CA ARCserve Backup doit étre installé sur le serveur
principal.

m  |Le moteur de transfert de données pour UNIX/Linux de CA ARCserve
Backup doit étre installé sur le serveur cible UNIX ou Linux.

m  Vous devez connaitre les noms d'hote de tous les serveurs de moteur de
transfert de données et les mots de passe racines correspondants de
chaque serveur de moteur de transfert de données.

Remarque : Par défaut, vous devez vous connecter au serveur de moteur
de transfert de données en utilisant le nom d'utilisateur root (racine).
Pour enregistrer les serveurs de moteur de transfert de données
aupres du serveur principal via la configuration d'unités :
1. Ouvrez la console du gestionnaire CA ARCserve Backup.

Dans la barre de navigation, développez Administration et cliquez sur
Configuration d'unités.

La boite de dialogue Bienvenue dans la configuration d'unités s'ouvre.

2. Cliquez sur Moteur de transfert de données UNIX/Linux, puis cliquez sur
Suivant.

La boite de dialogue Serveur de connexion s'ouvre.
3. Saisissez le mot de passe du compte caroot, puis cliquez sur Suivant.

La boite de dialogue Configuration du moteur de transfert de données pour
UNIX/Linux s'ouvre.

4. Cliquez sur Ajouter.
Renseignez les champs suivants :

m Moteur de transfert de données UNIX/Linux : spécifiez le nom
d'héte pour le serveur de moteur de transfert de données.

m Utilisateur : spécifiez le nom d'utilisateur root pour le serveur de
moteur de transfert de données UNIX ou Linux.

m Mot de passe : spécifiez le mot de passe du compte d'utilisateur root.

Remarque : Répétez cette étape pour ajouter d'autres serveurs de
moteur de transfert de données.

Cliquez sur Suivant.

5. Suivez les procédures a I'écran pour effectuer le processus
d'enregistrement.
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Une fois que vous avez enregistré le serveur de moteur de transfert de
données avec le serveur principal, le serveur de moteur de transfert de
données apparait dans la fenétre du gestionnaire d'unités de CA ARCserve
Backup, tel qu'illustré dans I'écran suivant :
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Enregistrer le serveur du moteur de transfert de données aupres du serveur
principal en utilisant regtool

CA ARCserve Backup permet d'enregistrer manuellement le serveur de moteur
de transfert de données auprés du serveur principal en utilisant un utilitaire de
ligne de commande appelé regtool. Vous pouvez utiliser cette procédure dans
I'un des scénarios suivants :

Vous n'avez pas enregistré le serveur du moteur de transfert de données
aupres du serveur principal lors de l'installation du moteur de transfert de
données pour UNIX/Linux sur le serveur de moteur de transfert de
données.

Le processus d'enregistrement ne s'est pas terminé correctement.

Vous voulez enregistrer le serveur du moteur de transfert de données
aupres d'un autre serveur principal.

Vous voulez annuler I'enregistrement du serveur du moteur de transfert de
données a partir du serveur principal.

(Facultatif) Vous voulez annuler I'enregistrement des serveurs de moteur
de transfert de données a partir du serveur principal.

Remarque : L'utilitaire de ligne de commande regtool ne peut pas annuler
I'enregistrement des serveurs du moteur de transfert de données lorsque
le serveur du moteur de transfert de données cible est désactivé. Vous
pouvez aussi annuler I'enregistrement des serveurs de moteur de transfert
de données désactivés a I'aide de la configuration des unités. Pour plus
d'informations, consultez la section Annulation de I'enregistrement des
serveurs de moteur de transfert de données a I'aide de la configuration
des unités (page 42).

Taches préalables

Le produit de base de CA ARCserve Backup doit étre installé sur le serveur
principal.

Le moteur de transfert de données pour UNIX/Linux de CA ARCserve
Backup doit étre installé sur le serveur UNIX ou Linux cible.

Vous devez connaitre les noms d'hote de tous les serveurs de moteur de
transfert de données et les mots de passe racines correspondants de
chaque serveur de moteur de transfert de données.

Remarque : Par défaut, vous devez vous connecter au serveur de moteur
de transfert de données en utilisant le nom d'utilisateur root (racine).
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Syntaxe

La commande regtool comporte la syntaxe suivante :

regtool [register|unregister|getsvrinfo]
Arguments

Le tableau suivant décrit les arguments de regtool.

Argument Description

register Permet d'enregistrer le moteur de transfert de données pour
UNIX/Linux avec un serveur principal uniqguement s'il n'est pas
enregistré sur un serveur principal.

unregister Permet d'annuler I'enregistrement du moteur de transfert de
données pour UNIX/Linux sur un serveur principal.

getsvrinfo Permet d'obtenir des détails a propos du serveur principal sur lequel
le serveur du moteur de transfert de données est enregistré.

Pour enregistrer le serveur du moteur de transfert de données avec le
serveur principal a I'aide de regtool

1. Connectez-vous au serveur du moteur de transfert de données.
Ouvrez une fenétre d'invite de commande.
A l'aide de commandes, recherchez le répertoire suivant :
<DATAMOVER HOME>/ABdatamover

Par défaut, le moteur de transfert de données pour UNIX/Linux se trouve
dans le répertoire suivant :

/opt/CA
2. Exécutez regtool en utilisant la syntaxe suivante :
#./regtool register

Le serveur UNIX ou Linux est enregistré avec le serveur principal.
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Désinstaller I'utilitaire de transfert de données pour
UNIX/Linux de CA ARCserve Backup

Le script de désinstallation permet de désinstaller |'utilitaire de transfert de
données pour UNIX/Linux du serveur de |'utilitaire de transfert de données.

Pour désinstaller I'utilitaire de transfert de données pour UNIX/Linux
de CA ARCserve Backup

1.
2.

Connectez-vous a I'hote en tant qu'utilisateur root.

Recherchez le répertoire suivant a I'aide de la commande suivante :
#cd /opt/CA/ABcmagt

Exécutez le script suivant :

# ./uninstall

Suivez les instructions a I'écran pour terminer la désinstallation.

Selon votre configuration d'origine, le script de désinstallation supprime les
répertoires suivants de votre ordinateur :

Remarque : Les répertoires répertoriés ci-dessous décrivent les chemins
d'installation par défaut.

/opt/CA/ABdatamover
/opt/CA/ABoraagt
/opt/CA/ABuagent
/opt/CA/ABcmagt

Si le script de désinstallation supprime /opter/CA/ABdatamover et
/opter/CA/ABoraagt, les répertoires suivants seront également supprimés
de votre ordinateur :

/opt/CA/SharedComponents/jre
/opt/CA/SharedComponents/ARCserve Backup
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Annulez I'enregistrement des serveurs de I'utilitaire de
transfert de données a I'aide de la console du gestionnaire

CA ARCserve Backup permet d'annuler I'enregistrement des serveurs de
|'utilitaire de transfert de données sur un serveur principal a I'aide de la
configuration des unités.

Comme bonne pratique, vous devez annuler I'enregistrement des serveurs de
|'utilitaire de transfert de données en utilisant I'utilitaire de ligne de commande
regtool (page 39). Toutefois, |'utilitaire de ligne de commande regtool ne peut
pas annuler I'enregistrement des serveurs de I'utilitaire de transfert de
données lorsque le serveur de I'utilitaire de transfert de données cible est
désactivé. Vous pouvez aussi annuler I'enregistrement des serveurs de
|'utilitaire de transfert de données désactivés a l'aide de la configuration des
unités.

Pour annuler I'enregistrement des serveurs de I'utilitaire de transfert
de données en utilisant la configuration des unités

1. Ouvrez la console du gestionnaire CA ARCserve Backup.

Dans la barre de navigation, développez Administration et cliquez sur
Configuration d'unités.

La boite de dialogue Bienvenue dans la configuration d'unités s'ouvre.

2. Dans la boite de dialogue Bienvenue dans la configuration d'unités, cliquez
sur Utilitaire de transfert de données pour UNIX/Linux et cliquez sur
Suivant.

La boite de dialogue Serveur de connexion s'ouvre.

3. Dans la boite de dialogue Serveur de connexion, spécifiez le mot de passe
du compte caroot et cliquez sur Suivant.

La boite de dialogue Configuration de I'utilitaire de transfert de données
pour UNIX/Linux s'ouvre.

4. Dans la boite de dialogue Configuration de I'utilitaire de transfert de
données pour UNIX/Linux, sélectionner le serveur de I'utilitaire de transfert
de données que vous voulez supprimer, puis cliquez sur Supprimer.

Si le serveur de I'utilitaire de transfert de données n'est pas disponible,
une boite de message s'ouvre et vous invite a confirmer que vous voulez
supprimer le serveur de I'utilitaire de transfert de données.

Cliquez sur Yes (Oui).

L'enregistrement du serveur de I'utilitaire de transfert de données est
annulé.
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Chapitre 3 : A I'aide de l'utilitaire de
transfert de données pour UNIX/Linux
de CA ARCserve Backup

Ce chapitre traite des sujets suivants :

Création de systémes de fichiers (page 43)

Comment les unités apparaissent-elles dans le gestionnaire d'unités (page 44)
Comment afficher I'historique des jobs sur les serveurs de |'utilitaire de
transfert de données (page 45)

Comment fonctionne la migration de données a I'aide de |'utilitaire de transfert
de données pour UNIX/Linux (page 46)

Sauvegarder des données sur des serveurs de |'utilitaire de transfert de
données pour UNIX/Linux (page 49)

Sauvegarder plusieurs serveurs de ['utilitaire de transfert de données dans un
seul job (page 50)

Restauration des données (page 51)

Création de systemes de fichiers

CA ARCserve Backup détecte automatiquement la présence de serveurs de
moteur de transfert de données apres I'enregistrement des serveurs aupres du
serveur principal. A ce moment, vous pouvez créer des systémes de fichiers.
Pour créer des systémes de fichiers :

1. Ouvrez la console du gestionnaire CA ARCserve Backup.

Dans la barre de navigation, développez Administration et cliquez sur
Configuration d'unités.

La fenétre du gestionnaire dunités s'ouvre.

2. Dans l'arborescence des répertoires de serveurs, cliquez avec le bouton
droit de la souris sur le serveur de moteur de transfert de données et
cliquez sur Configurer des unités utilisant un disque dans le menu
contextuel qui s'affiche.

La boite de dialogue Configuration des unités utilisant un disque s'affiche.
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Comment les unités apparaissent-elles dans le gestionnaire d'unités

3. Dans la boite de dialogue de configuration des unités de disque, cliquez
sur Systéme de fichiers de moteur de transfert de données pour
UNIX/Linux.

Cliquez sur Ajouter et remplissez les champs suivants :

Nom de l'unité : Spécifiez le nom de I'unité.
Description : (Facultatif) Spécifiez une description de I'unité.

Emplacement du fichier de données : Spécifiez le chemin d'acces
complet au systéme de fichiers. Par exemple :

/tmp/FSD/1

Nom de groupe : (Facultatif) Spécifiez le nom du groupe devant étre
associé a cette unité.

Remarque : Répétez cette étape pour ajouter d'autre systémes de
fichiers.

4. Cliquez sur Suivant et suivez les procédures a I'écran pour terminer la
configuration.

Comment les unités apparaissent-elles dans le gestionnaire

d'unités

Les serveurs de I'utilitaire de transfert de données et leurs unités connectées
s'affichent dans la fenétre du gestionnaire d'unités peu aprés I'enregistrement
des serveurs de I'utilitaire de transfert de données avec le serveur principal.

La fenétre suivante illustre comment les bibliotheques partagées et les
systemes de fichiers s'affichent dans la fenétre du gestionnaire d'unités de CA
ARCserve Backup :
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Comment afficher I'historique des jobs sur les serveurs de
I'utilitaire de transfert de données

Les serveurs de l'utilitaire de transfert de données communiquent avec le
serveur principal d'une maniére qui est trés similaire a un serveur membre. En
conséquence, CA ARCserve Backup permet d'afficher I'historique des jobs
associés aux serveurs de |'utilitaire de transfert de données et aux unités
connectées a ces serveurs. Vous pouvez notamment afficher les éléments
suivants :

Les jobs associés au serveur de ['utilitaire de transfert de données dans la
file d'attente des jobs.
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Elrusion le 08-04-2010 T18N-W2K3R2-FRA 3, i ﬂ TERMINE  08/04/2010 04:51  Fusion
EJob d#lagage de base de donn... T18N-W2K3R2-FRA 1 12 LS 09/04/2010 12:00 Elagage de la BdD
E]Job de protection de base de ... T18N-W2K3R2-FRA 2 Il Enattente  03/04/2010 11:00 Sauvegarde (rotation)
ESauvegarde [Personnalisé(e)]  T18N-W2K3R2-FRA 4 9 1’} TERMINE  <Exécuter Sauvegarde

Détails des jobs 1 ,Jc,'"r,",a,' dgs Jobs |

Les détails ne sont pas disponibles.

L'historique de tous les jobs pour le serveur de I'utilitaire de transfert de
données.
ll Echier Démaragerepide. Affchage Etatujob Fendre A

(% =

Supprimer Actugliser Imprimer

7
Y

Job Bande BdD Az )
WA 100 0 H : b :

Charger Hodfier. Rep!aﬁ\ﬂer Pt Personnalisa,.,

Jatirmal

=) @ Domaines CA ARCserve Backup

storique des jobs }|Jouma|d'acliviié >ImeaId‘audit }|Jouma|debande }|

)y WOKB-G3ZFR (Wak3-432FR )
G WaXs-a0rR
- W
%wzxesg-xsqusuwzxagg-m Nomdujob = Serveur de sauvegarde | NP de job M Heure dexécution
EMy Linux Backup WaK3-432FR 1 n W ac Sauvegarde des fichiers...

E]Sauvegavde [Persannalisé(e)] (Job de rattrapage n° 1 pou.., W2K3-X32FR 3 I Enattente 27032010 11:54
ESauvegarde [Personnalisé(e)] (Job de rattrapage n® 1 pou... W2K3-X32FR 4 I Enattente 2810312010 13:3¢
ESauvegarde [Persannalisé(2)] (Job de rattrapage n° 1 pou.., W2K3-X32FR 13 I Enattente 2810312010 14:59
ESauvegarde [Persannalisé(e)] (Job de rattrapage n° 1 pou.., WaK3-X32FR 7 I Enattente  28/03/2010 14:12
ESauvegarde [Personnalisé(e)] (Job de rattrapage n°® 1 pou.., W2K3-X32FR 8 I Enattente 310302010 07:16
N

ESauvegarde[Pevsnnnalisé(e Job de rattrapage n° 1 pou.., W2K3-¥32FR 10 I Enattente 281032010 14:16
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Comment fonctionne la migration de données & I'aide de ['utilitaire de transfert de données pour

UNIX/Linux

m  Les détails a propos des jobs maitres et enfants pour le serveur de
|'utilitaire de transfert de données.

Job Bande BdD.

N — N

Charger Modfier

Repl

= @) Domaines CA ARCserve Backup
=) W2K3-X32FR { W2K3-X32FR )
G W2K3-X32FR
B waK3-x32FR2

-y W2KBEE-X64US1  W2KBEE-X64L | Type | serveur

File datiente desjobs 3 | Historique des jobs 3+ TRRY

lanifier Arreter

Personn;

& = '
Supprimer Actualiser Imprimer Journal

Jounal daudt > I Jounaldebande: > |

B Eiateuict TS

e | vevese]

| 30b [ Session | Message

[# Journaux du job maitre

Inform... W2K3-X32FR
Inform... W2K3-X32FR
Inform... W2K3-X32FR
Inform... W2K3-X32FR
Inform... W2K3-X32FR
Inform... W2K3-X32FR
Inform... W2K3-X32FR
Inform... W2K3-X32FR
Dinform... W2K3-X32FR
@inform... W2K3-X32FR
@1nform... W2K3-X32FR
Inform... W2K3-X32FR
@ Inform... W2K3-K32ZFR
Inform... W2K3-X32FR
Inform... W2K3-X32FR
Inform... W2K3-X32FR
Inform... W2K3-X32FR

ot e

)4

E] Cette semaine[ 04,/04,/2010 - 10/04/2010 ]

08/04/2010 16:31:45
08/04/2010 16:31:45
08/04/2010 16:31:45

08/04/2010 16:31:45
08/04/2010 16:31:45
08/04/2010 16:31:45

08/04/2010 34
08/04/2010 34
08/04/2010 34
08/04/2010 34

08/04/2010 16:31:3¢
08/04/2010 16:31:33
08/04/2010 16:31:33

Remarque : Pour plus d'informations sur la

I'aide en ligne ou le Manuel d’administration.

74
74
74
74
74
74
74
74
74
74
74
74
74
74
74
74
74

El Job 74 ( My Linux Backup ) [Terminé] [ W2K3-X32FR ] (08/04/2010 16:31:32 - 08/04/2010 16:31:44) [N° de job 2]

Sauvegarde réussi(e)

Nombre de données traitées.... v 39,000 KB
Nombre de fichiers sauvegardés 1
e de série [S6q. 1]..... NiA
Nombre de sessions v

1034

. MY TAPE
Pool de médias. s

Groupe dunités. <vve0 PGRPD

w4k Récapitulatif de sauvegarde pour 110 de job 74 %

Débit moyen : 3.638 MB/min

Temps écoulé : 1s

64,000 KB écrit(s) sur le média.

1 répertaires, 1 fichiers (39,000 KB) sauvegardés sur le média
1 session(s).

** Récapitulatf de linux-scc7 ( 130.119.108.237 ) **

1 fles 39,93 KB written to MY TAPE @ - KEfmin

surveillance des jobs, consultez

Comment fonctionne la migration de données a l'aide de
I'vtilitaire de transfert de données pour UNIX/Linux

La migration de données consiste a déplacer des données d'un emplacement
de stockage temporaire vers le média de destination finale dans un job de
sauvegarde impliquant le stockage intermédiaire. En d'autres mots, CA
ARCserve Backup migre les données résidant sur des unités de stockage
intermédiaires, comme les systeémes de fichiers, les bibliothéques physiques et
les bibliothéques de bandes virtuelles vers le média de destination finale a
I'issue de I'exécution de la stratégie de Copie définie pour les jobs. Le média
de destination finale peut étre une bande ou un systéme de fichiers.
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Comment fonctionne la migration de données & I'aide de I'utilitaire de transfert de données pour
UNIX/Linux

A l'aide de I'utilitaire de transfert de données pour UNIX/Linux , CA ARCserve
Backup permet de migrer les données utilisant les scénarios décrits dans le
tableau suivant :

Emplacement de stockage Média de destination finale
intermédiaire
Systéme de fichiers qui est connecté Média de bande

localement au serveur de |'utilitaire de
transfert de données

Systéme de fichiers qui est connecté Systeme de fichiers qui est connecté localement au
localement au serveur de I'utilitaire de serveur de |'utilitaire de transfert de données

transfert de données

Média de bande Média de bande

Média de bande Systeme de fichiers qui est connecté localement au
serveur de I'utilitaire de transfert de données

Les jobs de migration ci-dessus peuvent étre soumis via le serveur principal ou
le serveur de I'utilitaire de transfert de données. Les jobs de migration
s'exécutent a partir du serveur principal ou du serveur de |'utilitaire de
transfert de données en fonction de la méthode utilisée pour spécifier le média
de destination finale.
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Comment fonctionne la migration de données & I'aide de ['utilitaire de transfert de données pour
UNIX/Linux

Exemple : Serveur qui exécute des jobs de migration

Les exemples qui suivent décrivent le serveur qui exécute des jobs de
migration.

m  Serveur principal : L'écran suivant indique que I'utilisateur a sélectionné
le média de destination finale parmi les médias associés au serveur
principal. Le job de migration s'exécute a partir du serveur principal et
utilise les ressources systéme du serveur principal.

Stat 3 | Souce 3 | Schedue >|$M§Ifl"9|-°¢di°h > | Migsation Pokcy >M‘

Group [PGRPO Media: |"

IT| Use Any Group Media poot I :]
= & Servers Current Filter (Default): Do not show empty slots
= &8 FRIMARY & <slot: 0> <EEESO0> TEST & <slot: 7> <GGG719> TESTER
PGRPO | B <Slot: 1> <EEES14> ORACLE_TEST & <Slot: 12> <GGG717> NEW_TEST

“ B MEMBER B <Slot: 2> <EEES11> ORA_MIG & <slot: 13> <GGG716> <Blank Media>
= [ pn-o01 & <slot: 3> <EEES12> LINUX_STAGE & <Slot: 14> <000006> ORACLE_BU

5 rerro & <slot: 4> <FFF604> PRIM_MIG B <slot: 16> <GGG718> <Blank Media>
I ﬁn';;gp' § <slot: 6> <GGG712> FRIDAY

m  Serveur de l'utilitaire de transfert de données : L'écran suivant
indique que l'utilisateur a sélectionné le média de destination finale parmi
les médias associés au serveur de I'utilitaire de transfert de données. Le
job de migration s'exécute a partir du serveur de 'utilitaire de transfert de
données et utilise les ressources systéeme du serveur de I'utilitaire de
transfert de données.

Start = | Sowce = | Schedule = | Staging Location = | Migration Policy = H
Deduplication Group IF'GF“:'D Media: I
Falicy [T Use Ay Graup Media pook - =y
=
= % Servers Current Filter [Default): Do not show empty slots
-G PRIMARY 06 <slot: 03 <EEESO0: TEST ) <slot: 73 <GGGET19 TESTER
- fiF PGRPO 8 <slot: 1> <EEES143 ORACLE_TEST & <Slot: 123> <GGGE7173> MEW_TEST
- [ MEMBER 8 <slot: 2> <EEES11> ORA_MIG B <slat: 13> <GGE716> <Blank Media>
2[5l DM-00L 85 <Slat: 33 <FEES12> LINUK_STAGE 8 <Slot: 143 000006 ORACLE_ELI
E ACRR &) <slot: 4> <FFF&04: PRIM_MIG ) <slt: 16> <GGEEF1E> <Blank Media>
i PeRPI ) <siob: &> <GGG712: FRIDAY
- [F] Dh-002

PGRPO
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Sauvegarder des données sur des serveurs de I'utilitaire de fransfert de données pour UNIX/Linux

Sauvegarder des données sur des serveurs de I'utilitaire de
transfert de données pour UNIX/Linux

Avec |'utilitaire de transfert de données pour UNIX/Linux , CA ARCserve
Backup permet de soumettre des sauvegardes de systémes de fichiers et de
base de données Oracle vers des systémes de fichiers et des bibliotheques de
bandes partagées connectés localement.

Remarque : CA ARCserve Backup ne prend pas en charge la sauvegarde des
données qui résident sur des serveurs de I'utilitaire de transfert de données en
utilisant diverses fonctionnalités de CA ARCserve Backup, telles que le
multiplexage, le chiffrement cété serveur et I'antivirus de CA. Pour plus
d'informations, voir Limitations concernant ['utilitaire de transfert de données
pour UNIX/Linux (page 17).

Pour sauvegarder des données vers des serveurs de I'utilitaire de
transfert de données pour UNIX/Linux

1. Ouvrez le Gestionnaire de sauvegarde et cliquez sur I'onglet Démarrer.
Cliquez sur Standard, puis sur I'onglet Source.
L'arborescence des répertoires sources s'affiche.

2. Développez I'objet de transfert de données UNIX/Linux.

Recherchez le serveur de I'utilitaire de transfert de données et sélectionnez
la source que vous souhaitez sauvegarder.

B W5 Utitaires de transfert d données pour UNELinus
- B Lwus-ms ( 0,0.0.0)

ELED

[~ L= /ooat

- L= fmntiR1 4huilds

- W= jmnefUfda0ze

- =3 Jopt

E- 5 RMDM-RHES { 0.0.0.0)

ERC =]

f]- =3 fapps

H- 1= fhoot

3. Cliquez sur I'onglet Planification et spécifiez la planification de votre choix
pour le job de restauration.

Remarque : Pour plus d'informations sur la planification des jobs,
reportez-vous au manuel d'administration.
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Sauvegarder plusieurs serveurs de I'utilitaire de transfert de données dans un seul job

4. Cliquez sur l'onglet Destination.

Développez le serveur actuel de I'utilitaire de transfert de données et
spécifiez I'emplacement ol vous voulez stocker les données de

sauvegarde.
Dreduplication e P T ] = @iuup ranco
% ™ Multistreaming w420 M omber of Sheams I 43: ‘
= .&u Servers Current Filter [Default:: Do not show empty slots
=1-GH PRIMARY SERVER Mame Tape Mame Serial Mo,
H - <Slot: 0= <EEES00:=> BACKLP1 BACKLIP1 EEESO0
E2.001.001 &y <slot: 1> <EEES14> TEMPZ TEMP2 EEES14

-EEES11 = <Blank Med... * EEES11

MEMBER SERVER 8y <slat: 3> <EEES123> BACKUPL BACKUP1 EEES1Z

E-[El my-LinucServer By <slot: 4> <FFFE04 > BACKUPZ BACKLIPZ FFFE04
& <Slot: 6> <GEGEF1Z> BACKUPS BACKUPS GEGET1Z

& <Slot: 7 <GEG719> WITEST WITEST GEGET19

Important : CA ARCserve Backup vous empéche de soumettre des jobs
de sauvegarde lorsque le serveur d'utilitaire de transfert de données
spécifié dans I'onglet Source ne partage pas le groupe d'unités indiqué
dans |'onglet Destination.

5. Cliquez sur Options dans la barre d'outils et spécifiez les options de votre
choix pour le job.

Remarque : Pour en savoir plus sur les options de sauvegarde, consultez
le manuel d'administration.

6. Cliquez sur le bouton Soumettre de la barre d'outils pour soumettre le job.
La boite de dialogue Soumission du job s'affiche.

7. Remplissez les champs de la boite de dialogue Soumission du job requis,
puis cliquez sur OK.

Le job est soumis.
Informations complémentaires :

Limitations du moteur de transfert de données UNIX et Linux (page 17)

Sauvegarder plusieurs serveurs de l'utilitaire de transfert de
données dans un seul job
CA ARCserve Backup permet, dans un seul job, de soumettre des sauvegardes

comportant plusieurs serveurs de I'utilitaire de transfert de données vers des
bibliothéques de bandes partagées.

Remarque : Pour plus d'informations, reportez-vous au Manuel
d'administration ou a |'aide en ligne.
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Restauration des données

Restauration des données

CA ARCserve Backup permet de restaurer des données de systémes de fichiers
UNIX et Linux ainsi que des données Oracle a partir de médias de sauvegarde
vers le serveur de l'utilitaire de transfert de données pour UNIX/Linux. Vous
pouvez configurer CA ARCserve Backup pour effectuer les opérations
suivantes :

m  Exécuter le job de restauration via la méthode de restauration par
arborescence, la méthode de restauration par session et la méthode de
restauration par média.

m  Exécuter le job de restauration pour restaurer les données vers leur
emplacement d'origine ou un autre emplacement.

Remarque : Pour restaurer des données vers un emplacement différent,
la bibliothéque doit étre partagée avec le serveur de l'utilitaire de transfert
de données d'origine (source) et 'autre serveur de I'utilitaire de transfert
de données.

m  Soumetre le job de restauration a partir du serveur principal de maniére a
ce qu'il s'exécute a partir du serveur principal ou du serveur de I'utilitaire
de transfert de données.

Cette section comprend les sujets suivants :

Restauration des données via la méthode de restauration par arborescence
(page 51)

Restaurer des données a l'aide de la méthode de restauration par session
(page 54)

Restauration des données via la méthode de restauration par arborescence

Utilisez la méthode de restauration par arborescence pour restaurer la version
la plus récente des données de sauvegarde.

Pour restaurer des données a I'aide de la méthode de restauration par
arborescence

1. Ouvrez la fenétre du gestionnaire de sauvegarde et cliquez sur I'onglet
Source.

Les options de source s'affichent.
2. Dans la liste déroulante, cliquez sur Restauration par arborescence.

Les serveurs s'affichent sous forme d'arborescence.
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Restauration des données

3. Développez I'objet Systemes UNIX/Linux.

Recherchez le serveur UNIX ou Linux et sélectionnez les données que vous
voulez restaurer.

E! o qft Swstémes UMDY Linux
| B-d'™@ pov-ol (0.0.0.0)
B- A MediaServerInstal
=[] hp
---Ll [ nls
-6 (] redist

Cliquez sur I'onglet Destination.
Les options de destination s'affichent.

4. Dans l'onglet Destination, spécifiez I'emplacement ou vous voulez
restaurer les données.

Pour spécifier un autre emplacement, désactivez la case située en regard
de Restaurer les fichiers a leurs emplacements d'origine et spécifiez
I'emplacement de votre choix.

Cliquez sur I'onglet Planifier.
Les options de planification s'affichent.
5. De la liste déroulante de Méthode de répétition, spécifiez Une fois.

Remarque : Pour plus d'informations sur la planification des jobs,
reportez-vous a l'aide en ligne ou au manuel d'administration.

6. Cliquez sur Options dans la barre d'outils pour définir les options de
restauration requises pour le job.

Remarque : Pour plus d'informations sur la planification des jobs,
reportez-vous a l'aide en ligne ou au manuel d'administration.

52 Manuel du moteur de transfert de données UNIX et Linux



Restauration des données

7. Cliquez sur le bouton Soumettre de la barre d'outils pour soumettre le job.

La boite de dialogue Média de restauration s'ouvre.

Média de restauration )

Les bandes suivantes sont requizes pour restaurer les sezzions zélectionnées :

X

Mom du média | M* de série | M* de séquence

| M* de zession

| Serveurs accessibles

Iag) TAPET [36DC) anm anoz

4]

PRIMARY, MEMBER-01, MEMBER

Sélectionnez un serveur pour la restauration :

PRIMARY |

| DATA MOVER 1
MEMBER-01
MEMBER-02

E nregistrer danz le fichier | (] I

Annuler

—f{Primeary

Dans la liste déroulante de la boite de dialogue Média de restauration,
spécifiez le serveur dans lequel vous souhaitez exécuter le job de
restauration. Par défaut, le serveur principal est spécifié.

Lorsque vous spécifiez un emplacement, n'oubliez pas les éléments

suivants :

m Si vous restaurez des données d'utilitaire de transfert de données,
vous devez spécifier le serveur d'utilitaire de transfert de données en
emplacement de média de restauration. Si vous sélectionnez le
serveur principal, le job de restauration s'exécute a distance.

m Si vous indiquez d'effectuer la restauration a partir d'un serveur
d'utilitaire de transfert de données différent, la destination de
restauration doit figurer sur le méme serveur d'utilitaire de transfert

de données.

m Il est recommandé de spécifier un emplacement dans lequel le job
aura un moindre d'impact sur votre environnement. Prenons I'exemple
suivant : le serveur d'utilitaire de transfert de données contient des
enregistrements de base de données que les utilisateurs mettent
constamment a jour. Vous soumettez un job pour restaurer des
données sur le serveur d'utilitaire de transfert de données en
restauration locale. Pour minimiser I'utilisation des ressources systeme
sur le serveur d'utilitaire de transfert de données, vous devez exécuter
le job de restauration a partir de tout autre serveur de sauvegarde
pouvant accéder aux données de sauvegarde, comme le serveur

principal.
Cliquez sur OK.
La boite de dialogue Soumission du job s'affiche.
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Restauration des données

8. Remplissez les champs de la boite de dialogue Soumission du job requis,
puis cliquez sur OK.

Le job de restauration est soumis.

Restaurer des données a I'aide de la méthode de restauration par session

Utilisez la méthode de restauration par session pour restaurer des données
d'une version spécifique des données de sauvegarde.

Pour restaurer des données a l'aide de la méthode de restauration par
arborescence

1. Ouvrez la fenétre du gestionnaire de sauvegarde et cliquez sur l'onglet
Source.

Les options de source s'affichent.
2. Dans la liste déroulante, cliquez sur Restauration par session.
Les sessions de sauvegarde s'affichent sous forme d'arborescence.

3. Développez Sessions et recherchez la session contenant les données que
vous voulez restaurer.

= i Sessions
E|_lld MED&-01 [ID:2EB1][SM:EEESOO]

(=8 | l@ Session 0000000001 : \\RMODM-RHES ¢ 0.0,0.0 3/
B ] MediaServerInstal
E-@ C3 b
-2 ] nls

---LI |1 redist
&~ @ [ reqinfa
- L1 @ MEDI&-02 [ID:324 ][SiN:GGEET19]
Cliquez sur I'onglet Destination.

Les options de destination s'affichent.

4. Dans l'onglet Destination, spécifiez I'emplacement ou vous voulez
restaurer les données.

Pour spécifier un autre emplacement, désactivez la case située en regard
de Restaurer les fichiers a leurs emplacements d'origine et spécifiez
I'emplacement de votre choix.

Cliquez sur I'onglet Planifier.
Les options de planification s'affichent.
5. Spécifiez Une fois dans Méthode de répétition.

Remarque : Pour plus d'informations sur la planification des jobs,
reportez-vous a l'aide en ligne ou au manuel d'administration.
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Restauration des données

6. Cliguez sur Options dans la barre d'outils pour définir les options de
restauration requises pour le job.

Remarque : Pour plus d'informations sur la planification des jobs,
reportez-vous a l'aide en ligne ou au manuel d'administration.
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Restauration des données

7. Cliquez sur le bouton Soumettre de la barre d'outils pour soumettre le job.

La boite de dialogue Média de restauration s'ouvre.
Média de restaration S

Les bandes suivantes sont requizes pour restaurer les sezzions zélectionnées :

Mom du média | M* de série | M* de séquence | M* de zession | Serveurs accessibles
& TAPE1 [36DC] a0 onoz FRIMARY, MEMBER-01, MEMBER
4] | |
Sélectionnez un serveur pour la restauration :
PRIMARY |
| DATA MOVER 1
MEMEBER-01 . .
. E nregistrer danz le fichier | (] I Annuler
—f{Primeary

Dans la liste déroulante de la boite de dialogue Média de restauration,
spécifiez le serveur dans lequel vous souhaitez exécuter le job de
restauration. Par défaut, le serveur principal est spécifié.

Lorsque vous spécifiez un emplacement, n'oubliez pas les éléments
suivants :

m Si vous restaurez des données d'utilitaire de transfert de données,
vous devez spécifier le serveur d'utilitaire de transfert de données en
emplacement de média de restauration. Si vous sélectionnez le
serveur principal, le job de restauration s'exécute a distance.

m Si vous indiquez d'effectuer la restauration a partir d'un serveur
d'utilitaire de transfert de données différent, la destination de
restauration doit figurer sur le méme serveur d'utilitaire de transfert
de données.

m Il est recommandé de spécifier un emplacement dans lequel le job
aura un moindre d'impact sur votre environnement. Prenons I'exemple
suivant : le serveur d'utilitaire de transfert de données contient des
enregistrements de base de données que les utilisateurs mettent
constamment a jour. Vous soumettez un job pour restaurer des
données sur le serveur d'utilitaire de transfert de données en
restauration locale. Pour minimiser I'utilisation des ressources systeme
sur le serveur d'utilitaire de transfert de données, vous devez exécuter
le job de restauration a partir de tout autre serveur de sauvegarde
pouvant accéder aux données de sauvegarde, comme le serveur
principal.

Cliquez sur OK.
La boite de dialogue Soumission du job s'affiche.
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Restauration des données

8. Remplissez les champs de la boite de dialogue Soumission du job requis,
puis cliquez sur OK.

Le job de restauration est soumis.
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Annexe A : Recommandations

L'utilitaire de transfert de données pour UNIX/Linux de CA ARCserve Backup
est un composant de serveur qui permet de sauvegarder et de restaurer les
données qui résident sur les serveurs UNIX et Linux. L'utilitaire de transfert de
données pour UNIX/Linux permet de transférer les données de sauvegarde
vers des disques accessibles localement (page 119) et des bibliothéques de
bandes partagées (page 119).

Cette section décrit des bonnes pratiques que vous pouvez utiliser pour gérer
des environnements de CA ARCserve Backup qui contiennent des serveurs de
|'utilitaire de transfert de données.

Ce chapitre traite des sujets suivants :

Bonnes pratiques pour installer ['utilitaire de transfert de données pour
UNIX/Linux (page 60)

Bonnes pratiques pour la création de systemes de fichiers (page 62)
Bonnes pratiques pour la configuration des commutateurs de I'utilitaire de
transfert de données (page 63)

Comment détecter des unités connectées a des serveurs (page 71)
Comment exploiter le multiflux pour améliorer les performance de sauvegarde
(page 77)

Ports utilisés par le moteur de transfert de données pour UNIX/Linux (page
78)

Autres approches de sauvegarde (page 81)

Bonnes pratiques pour la protection des données Oracle (page 85)
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Bonnes pratiques pour installer I'utilitaire de transfert de données pour UNIX/Linux

Bonnes pratiques pour installer I'vtilitaire de transfert de
données pour UNIX/Linux

Utilisez les bonnes pratiques suivantes pour vous assurer que vous pouvez
enregistrer correctement les serveurs de I'utilitaire de transfert de données
avec le serveur principal CA ARCserve Backup :

m  Installez le composant du serveur principal CA ARCserve Backup et tous
les composants requis avant d'installer ['utilitaire de transfert de données
pour UNIX/Linux sur le serveur UNIX ou Linux cible.

Pour déployer I'utilitaire de transfert de données pour UNIX/Linux , vous
devez installer les composants requis suivants sur le serveur principal :

- Serveur principal CA ARCserve Backup
- Option de gestion centrale de CA ARCserve Backup
- (Facultatif) Module Entreprise de CA ARCserve Backup

Vous devez installer et obtenir une licence pour le module Entreprise
uniquement pour effectuer des opérations de sauvegarde par stockage
intermédiaire avec plus de deux flux de données de sauvegarde et/ou
le multiflux. Vous devez enregistrer une licence du module Entreprise
pour chaque serveur de I'utilitaire de transfert de données.

- (Facultatif) Option pour bibliothéques de bandes de CA ARCserve
Backup

- (Facultatif) Option SAN de CA ARCserve Backup

Vous devez installer et obtenir une licence pour |'option SAN et I'option
pour bibliothéques de bandes uniquement si vous sauvegardez des
données vers des bibliothéques qui sont partagées entre le serveur
principal et le serveur de I'utilitaire de transfert de données.

Remarque : CA ARCserve Backup geére les licences pour le module
Entreprise, I'option pour bibliothéques de bandes et I'option SAN de
maniere centrale a partir du serveur principal.

m  Vérifiez que tous les services CA ARCserve Backup sont en cours
d'exécution sur le serveur de sauvegarde.

Vous pouvez vérifier que les services sont en cours d'exécution a partir de
I'administrateur de serveurs de CA ARCserve Backup.

Remarque : Pour plus d'informations sur I'utilisation de I'administrateur
de serveurs, consultez le manuel d'administration.
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Bonnes pratiques pour installer I'utilitaire de transfert de données pour UNIX/Linux

Assurez-vous que le serveur principal CA ARCserve Backup et les serveurs
de l'utilitaire de transfert de données peuvent communiquer I'un avec
I'autre. Vous pouvez vérifier que les serveurs peuvent communiquer a
I'aide de la commande ping de nom d'héte.

Solutions

- Si le serveur principal ne peut pas joindre le serveur de |'utilitaire de
transfert de données, assurez-vous que les serveurs sont correctement
connectés au réseau. Puis, ajoutez le nom d'héte et I'adresse IP des
serveurs de I'utilitaire de transfert de données au fichier hosts situé
sur le serveur principal.

Le fichier hosts se trouve dans le répertoire suivant sur le serveur
principal :

sWindows%/system32/drivers/etc/hosts

- Siles serveurs de |'utilitaire de transfert de données ne peuvent pas
joindre le serveur principal, assurez-vous que les serveurs sont
correctement connectés au réseau. Puis, ajoutez le nom d'hote et
I'adresse IP du serveur principal au fichier hosts situé sur les serveurs
de I'utilitaire de transfert de données.

Le fichier hosts se trouve dans le répertoire suivant sur les serveurs de
|'utilitaire de transfert de données :

/etc/hosts

Remarque : Si un pare-feu est configuré sur le serveur de I'utilitaire de
transfert de données cible, ajoutez CA ARCserve Backup a la liste
d'exceptions du pare-feu sur le serveur de |'utilitaire de transfert de
données cible.

Assurez-vous d'appliquer toutes les mises a jour et tous les patchs requis
du systeme d'exploitation sur le serveur principal et les serveurs de
|'utilitaire de transfert de données.

Remarque : Pour plus d'informations, reportez-vous au fichier Readme.

Assurez-vous de laisser une quantité suffisante d'espace disque libre sur
les serveurs de ['utilitaire de transfert de données pour prendre en charge
I'installation de I'utilitaire de transfert de données pour UNIX/Linux et des
agents exécutés sur les serveurs.

Assurez-vous que le répertoire /tmp des serveurs de I'utilitaire de transfert
de données contient I'autorisation 0777 et au moins 2 MO d'espace disque
libre. Nous recommandons cette approche parce que CA ARCserve Backup
utilise le répertoire /tmp (avant et apres l'installation) pour stocker les
fichiers journaux et divers autres fichiers temporaires.
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Bonnes pratiques pour la création de systémes de fichiers

Pour protéger les données qui résident sur les serveurs de ['utilitaire de
transfert de données, vous devez installer au moins un des agents
suivants pour systémes de fichiers sur le serveur de I'utilitaire de transfert
de données lorsque vous installez I'utilitaire de transfert de données pour
UNIX/Linux :

- Agent client pour Linux

Agent client pour UNIX

Agent pour Oracle sous UNIX
- Agent pour Oracle sous Linux

Remarque : L'installation installe I'agent client pour UNIX ou I'agent client
pour Linux lorsque vous installez I'utilitaire de transfert de données pour
UNIX/Linux. Vous pouvez installer plus d'agents aprés avoir installé
|'utilitaire de transfert de données pour UNIX/Linux.

Bonnes pratiques pour la création de systemes de fichiers

Utilisez les bonnes pratiques suivantes pour vous assurer d'étre en mesure de
sauvegarder correctement les données vers des systémes de fichiers.

Vous devez éviter de créer des systémes de fichiers sur des volumes
systémes critiques. Par exemple :

- Linux

"/", "/boot", "/tmp", "/usr"
- AIX

", "Jusr", "/tmp"
- HP

/", "/usr", "/stand", "/tmp"

Cette action permet de garantir que les performances du systéme
d'exploitation ne sont pas affectées défavorablement si les données de
sauvegarde occupent tout I'espace disque disponible sur le systéme de
fichiers.
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Bonnes pratiques pour la configuration des commutateurs de I'utilitaire de transfert de données

m  Vous devez toujours créer les systémes de fichiers sur des disques durs
autonomes. Cette pratique permet de garantir que les données de
sauvegarde n'affectent pas défavorablement les volumes systémes et
permet d'améliorer la performance globale du disque dur.

m  Avant de soumettre les jobs, vous devez vous assurer que la quantité
d'espace disque libre est suffisante pour stocker les données de
sauvegarde sur le disque dur. Vous pouvez ainsi garantir que la
sauvegarde ne consomme pas tout I'espace disque libre sur le volume. Si
le systéme de fichiers a été créé dans un volume systéme critique comme
"/", cela permet également de garantir que le systéme d'exploitation
n'arréte pas de répondre lorsque le systéme de fichiers est plein.

Bonnes pratiques pour la configuration des commutateurs
de I'utilitaire de transfert de données

L'utilitaire de transfert de données pour UNIX/Linux contient des
commutateurs qui permettent de personnaliser la maniére dont CA ARCserve
Backup se comporte dans diverses conditions.

Pour personnaliser les valeurs des commutateurs, ouvrez le fichier de
configuration suivant sur le serveur de |'utilitaire de transfert de données :

/opt/CA/ABcmagt/agent.cfg

L'exemple suivant décrit la syntaxe pour configurer les commutateurs de
I'utilitaire de transfert de données pour UNIX/Linux dans le fichier de
configuration agent.cfg.

Remarque : Si nécessaire, vous pouvez ajouter des commutateurs dans cette
section.

[260]

#[Data Mover]

NAME ABdatmov
VERSION 15,0

HOME /opt/CA/ABdatamover

ENV CA ENV DEBUG LEVEL=5
#ENV CA ENV_NDMP_LOG DEBUG=1
ENV AB 0S TYPE=RHEL 2.6.18 1686
ENV DATAMOVER HOME=/opt/CA/ABdatamover
ENV

LD LIBRARY PATH=/opt/CA/ABdatamover/lib:/opt/CA/ABcmagt:$LD LIBRARY PATH
ENV SHLIB PATH=/opt/CA/ABdatamover/lib:/opt/CA/ABcmagt:$SHLIB PATH
ENV LIBPATH=/opt/CA/ABdatamover/1lib:/opt/CA/ABcmagt: $LIBPATH
BROWSER NDMPServer
AGENT dagent
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Bonnes pratiques pour la configuration des commutateurs de ['utilitaire de transfert de données

CA ARCserve Backup permet de configurer les commutateurs suivants :
m  CA_ENV_DEBUG_EARLY_WARNING

Permet a CA ARCserve Backup de déclencher les premiers avertissements
faux par incréments de mégaoctets (Mo).

Les premiers avertissements concernent les médias de bande. Pendant
|"écriture des données sur la bande, les unités peuvent déclencher des
premiers avertissements lorsque la bande est presque pleine. Par
exemple, une bande a une capacité de 1 Go et la quantité d'espace utilisé
est de 890 Mo. CA ARCserve Backup peut déclencher un message de
premier avertissement lorsque 890 Mo de données sont écrites sur la
bande. L'avertissement permet a CA ARCserve Backup de fermer la bande
et de poursuivre la sauvegarde sur la bande suivante.

Remarque : Ce commutateur affecte uniquement les sauvegardes vers
les médias de bande.

- Valeur : 1 a 99999

CA ARCserve Backup déclenche des messages de premier
avertissement faux lorsque <value> Mo de données ont été écrites sur
la bande.

- Valeur:0

CA ARCserve Backup ne déclenche pas de message de premier
avertissement faux.

Exemple :
ENV CA ENV DEBUG EARLY WARNING=500

Permet a CA ARCserve Backup de déclencher des messages de premier
avertissement faux lorsque la quantité de données écrites sur la bande
pendant la sauvegarde est égale a 500 Mo, 1000 Mo, 1500 Mo, etc.
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Bonnes pratiques pour la configuration des commutateurs de I'utilitaire de transfert de données

= CA_ENV_DEBUG_MB_CHECK_THRESHOLD

Permet a CA ARCserve Backup de vérifier le seuil du systéme de fichiers
de stockage intermédiaire par incréments de Mo.

- Valeur : 1 a 99999

CA ARCserve Backup vérifie le seuil du systeme de fichiers de stockage
intermédiaire par incréments de <value> Mo.

- Valeur:0

CA ARCserve Backup vérifie le seuil du systeme de fichiers de stockage
intermédiaire par incréments de 50 Mo.

Comme bonne pratique, vous devez spécifier une valeur intermédiaire
pour ce commutateur. Avec une valeur basse, comme 5 Mo, CA ARCserve
Backup vérifie fréguemment le seuil du systéme de fichiers de stockage
intermédiaire, ce qui peut exiger une quantité considérable de ressources
systéme. Avec une valeur élevée, comme 50000 Mo, CA ARCserve Backup
vérifie le seuil du systeme de fichiers de stockage intermédiaire
uniguement lorsque 50000 Mo de données ont été écrites vers le systéme
de fichiers pendant le job de sauvegarde par stockage intermédiaire.

Exemple :
ENV CA ENV DEBUG MB CHECK THRESHOLD=100

Permet a CA ARCserve Backup de vérifier le seuil du systéme de fichiers
de stockage intermédiaire pour chaque tranche de 100 Mo de données
écrites vers un systeme de fichiers pendant un job de sauvegarde par
stockage intermédiaire.
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Bonnes pratiques pour la configuration des commutateurs de ['utilitaire de transfert de données

m  CA_ENV_SNAPIN_FILE_LIMIT

Permet de définir une limite de taille de fichier artificielle pour les sessions
de systémes de fichiers.

- Valeur : Nombre entier

CA ARCserve Backup génere des fichiers de session pendant chaque
session de sauvegarde vers des systemes de fichiers. Si la taille des
fichiers de session sont dans la limite de la taille des fichiers pour le
systéme d'exploitation, CA ARCserve Backup génére des fichiers de
session détaillés Par exemple, la limite de taille de fichier pour un systéme
d'exploitation est de 1 Go. La taille de la session de sauvegarde est de 2,5
Go. En conséquence, CA ARCserve Backup génére trois fichiers de session.

Pour une valeur définie par I'utilisateur de 100, CA ARCserve Backup divise
les sessions de sauvegarde en nouveaux fichiers de session aprés chaque
tranche de 100 Mo de données de sauvegarde. Cette option peut étre
utilisée pour tester la limite de la taille des fichiers sur diverses plates-
formes, comme Linux, qui autorise des tailles de fichier élevées pour un
seul fichier.

Tenez compte des éléments suivants :

m La taille de fichier artificielle ne peut pas dépasser la taille de fichier
maximale permise par le systéme d'exploitation.

m Ce commutateur n'exige pas de configuration dans des
environnements réels.

Exemple :
ENV CA ENV SNAPIN FILE LIMIT=160

Permt a CA ARCserve Backup de diviser les fichiers de session apres
chaque tranche de 100 Mo de données de sauvegarde.
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Bonnes pratiques pour la configuration des commutateurs de I'utilitaire de transfert de données

= CA_ENV_DEBUG_LEVEL

Permet de définir le niveau d'informations de débogage pour le composant
de l'unité de I'utilitaire de transfert de données. CA ARCserve Backup
génére des fichiers journaux de débogage et les stocke dans le répertoire
suivant :

/opt/CA/ABdatamover/logs/dagent. log

La bonne pratique consiste a spécifier un niveau de journal entre 1 et 3. Si
vous avez besoin d'informations de débogage détaillées, spécifiez 5.

- Valeur:0

Permet a CA ARCserve Backup d'afficher uniquement les messages
d'avertissement et d'erreur.

- Valeur:1,2, 3,4

Permet a CA ARCserve Backup d'afficher une quantité croissante
d'informations de débogage.

- Valeur:5

Permet a CA ARCserve Backup d'afficher la quantité la plus élevée
d'informations de débogage.

- Valeur:6

Permet a CA ARCserve Backup d'afficher des informations de suivi
détaillées.

Remarque : Le niveau de débogage 6 généere un grand nombre de
messages de journal.

- Valeur par défaut : 3
Exemple :
ENV CA ENV DEBUG LEVEL=5

Permet a CA ARCserve Backup de générer des fichiers journaux qui
affichent la quantité la plus élevée d'informations de débogage.
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Bonnes pratiques pour la configuration des commutateurs de ['utilitaire de transfert de données

= CA_ENV_NDMP_LOG_DEBUG

Permet de définir le niveau des informations de débogage pour le
composant NDMPServer de ['utilitaire de transfert de données. CA
ARCserve Backup génére des fichiers journaux de débogage et les stocke
dans le répertoire suivant :

/opt/CA/ABdatamover/logs/NDMPServer. log
La bonne pratique consiste a spécifier un niveau de journal de 0.
- Valeur: 0

Permet a CA ARCserve Backup d'enregistrer uniquement les erreurs
critiques.

- Valeur:1

Permet a CA ARCserve Backup d'enregistrer des informations de
débogage détaillées.

- Valeur par défaut: 0
Exemple :
ENV CA ENV_NDMP_LOG DEBUG=1

Permet a CA ARCserve Backup de générer des fichiers journaux qui
contiennent des informations de débogage détaillées.
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Bonnes pratiques pour la configuration des commutateurs de I'utilitaire de transfert de données

s  CA_ENV_AGENT_TIME_OUT

Permet de définir la durée pendant laquelle I'agent d'unité attend apres
avoir essayé de démarrer les agents de systéme de fichiers ou I'agent pour
Oracle. Si I'agent d'unité ne peut pas démarrer I'agent de systéeme de
fichiers ou l'agent pour Oracle, ou, si I'agent d'unité ne peut pas
communiquer avec I'agent de systeme de fichiers ou l'agent pour Oracle
pendant le délai, le job échouera.

- Valeur : Nombre entier de 1 a 99999 (secondes)
- Valeur par déaut : 600 (secondes)
Tenez compte des bonnes pratiques suivantes :

m Agents de systéme de fichiers : La valeur par défaut est acceptable
pour la plupart des scénarios. Toutefois, si vous spécifiiez un script
antérieur a la sauvegarde qui contient une durée d'attente, vous devez
spécifier une valeur de délai qui compense le script antérieur a la
sauvegarde.

Remarque : Pour en savoir plus sur les scripts antérieurs a la
sauvegarde, reportez-vous au manuel d'administration.

m Agent pour Oracle : La valeur par défaut est acceptable pour la
plupart des scénarios. Toutefois, si vous rencontrez des difficultés pour
démarrer I'agent pour Oracle dans les 10 minutes, vous pouvez
spécifier une valeur de délai supérieure a 10 minutes.

Exemple :
ENV CA ENV_AGENT TIME OUT=600

Permet a CA ARCserve Backup d'attendre 600 secondes (10 minutes)
avant d'échouer le job.

= CA_ENV_TAPE_SPAN_TIME_OUT

Permet de définir une valeur de délai pour les opérations d'enchainement
de bandes. Pendant le processus d'enchainement de bandes, le serveur
principal CA ARCserve Backup communique avec le serveur de |'utilitaire
de transfert de données. Si le serveur de I'utilitaire de transfert de
données ne regoit pas de communication de la part du serveur principal
dans le délai, le job échouera.

Remarque : Ce commutateur n'exige généralement pas de
reconfiguration.

- Valeur : Nombre entier de 1 a 99999 (secondes)
- Valeur par déaut : 600 (secondes)

Exemple :

ENV CA ENV_TAPE SPAN TIME OUT=600

Permet a CA ARCserve Backup d'attendre 600 secondes (10 minutes)
avant d'échouer le job.
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Bonnes pratiques pour la configuration des commutateurs de ['utilitaire de transfert de données

= CA_ENV_FSD_PURGE_TIME_OUT

Permet de définir la valeur de délai pour les opérations de purge de
systémes de fichiers. Pendant le processus de purge des données des
systémes de fichiers, le serveur principal CA ARCserve Backup
communique avec le serveur de |'utilitaire de transfert de données. Si le
serveur de |'utilitaire de transfert de données ne recoit pas de
communication de la part du serveur principal dans le délai, le job
échouera.

Remarque : Ce commutateur n'exige généralement pas de
reconfiguration.

- Valeur : Nombre entier de 1 a 99999 (secondes)
- Valeur par déaut : 600 (secondes)

Exemple :

ENV CA ENV FSD PURGE TIME OUT=600

Permet a CA ARCserve Backup d'attendre 600 secondes (10 minutes)
avant d'échouer le job.

m  CA_ENV_CLEAN_DRIVE_TIME_OUT

Permet de définir la valeur du délai pour les opérations de nettoyage des
lecteurs de bandes. Pendant le processus de nettoyage des lecteurs de
bandes, le serveur principal CA ARCserve Backup communique avec le
serveur de |'utilitaire de transfert de données. Si le serveur de I'utilitaire
de transfert de données ne regoit pas de communication de la part du
serveur principal dans le délai, le job échouera.

Remarque : Ce commutateur n'exige généralement pas de
reconfiguration.

- Valeur : Nombre entier de 1 a 99999 (secondes)
- Valeur par déaut : 600 (secondes)

Exemple :

ENV CA ENV_CLEAN DRIVE TIME OUT=600

Permet a CA ARCserve Backup d'attendre 600 secondes (10 minutes)
avant d'échouer le job.
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Comment détecter des unités connectées & des serveurs

Comment détecter des unités connectées a des serveurs

Cette rubrique décrit la procédure a suivre pour détecter des unités qui sont
connectées a des serveurs de |'utilitaire de transfert de données et pour
détecter des unités SCSI connectées a des plates-formes spécifiques.

Serveurs de l'utilitaire de transfert de données

Toutes les unités s'affichent comme fichier de lien dans le répertoire /dev/CA

sur les serveurs de I'utilitaire de transfert de données, comme illustré dans

|'écran suivant :
[root@uank

m Fichiers de changeur : lib:x,X,X,X

m Fichiers d'unité : tape:x,x,x,X

Le fichier de DeviceSerialMap contient les informations a propos des changeurs
et des unités qui sont connectés au serveur de |'utilitaire de transfert de
données.
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Comment détecter des unités connectées & des serveurs

Plates-formes Linux (Exemple : Red Hat Enterprise Linux)

m  La syntaxe suivante permet de détecter tous les changeurs :

[rootEwanke 85-rh53ia dev]# pwd

Fdew

[rootEBwankeB5-rh53ia dev]#t 1s -1 changes=

lrwsirwzrws 1 voot root 4 Sep B 17:26 changer -> sq27

Sep 17:26 changer-sg25 -» sg25

lrwgrwsrws 1 root root &4
lrwsirwsrws 1 voot root 4 Sep 17:26 changer-sg26 -» sq26
1ruwsrwsrws 1 root root 4 Sep 17:26 changer-sg27 -» sq27
1ruwsrwsrws 1 root root 3 Sep 17:26 changer-sg3 -> sqg3
1ruwdruwsrwd 1 root root 3 Sep 17:26 changer-sgi -> sqgh
1rudrwdrwd 1 root root 3 Sep 17:26 changer-sg5 -> s5g5

m  La syntaxe suivante permet de détecter toutes les unités :

[root@wanke85-rh53ia dev]# cat fproc/scsifscsi
Attached devices:
Host: scsi1 Channel: 88 Id: 88 Lun: @88

Vendor: HAXTOR Model: ATLAS18K4 363CA Rev: DFHO

Type: Direct-Access ANSI SCSI revision:
Host: scsi1 Channel: 88 Id: 81 Lun: @8

UVendor: SEAGATE Model: ST336753LC Rev: DX18

Type: Direct-Access ANSI SCSI revision:
Host: scsi1 Channel: 86 Id: 86 Lun: 80

Vendor: ESG-SHU HModel: SCA HSBP HM24 Rev: 1.8A

Type: Processor ANSI SCSI revision:
Host: scsi3 Channel: 88 Id: 88 Lun: 88

Vendor: ADIC Model: Scalar 12888 Rev: 1884
Type: Hedium Changer ANSI SCSI revision:
Host: scsi3 Channel: 88 Id: 88 Lun: &

Uendor: ATL Model: PLB88 Reuv: 3.48

Type: Hedium Changer ANSI SCSI revision:
Host: scsi3 Channel: 86 Id: @@ Lun: @2

Uendor: HP Model: ESL9888 Series  Rev: 3.41

Type: Hedium Changer ANSI SCSI revision:
Host: scsi3 Channel: 88 Id: 88 Lun: 83

Uendor: IBH Model: ULTRIUWM-TDZ Reuv: 333K

Type: Sequential-fAccess AMSI SCSI revision:

Remarque : Vous pouvez accéder a tous les types d'unités SCSI en utilisant
le pilote sg. Les configurations de mappage d'unités sg peuvent étre affichées
dans le répertoire /proc/scsi/sg/devices ou le répertoire
/proc/scsi/sg/device_strs.
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Comment détecter des unités connectées a des serveurs

Plates-formes UNIX (Exemple : SUN 10)

Les systémes d'exploitation SUN 10 utilisent deux types de pilotes SCSI : st et
sgen. Vous pouvez déterminer les types de pilotes et de changeurs a partir du
fichier the /etc/driver_aliases. L'écran suivant illustre le fait que le type de
pilote est st et le type de changeur est scsiclass,01.

bash-3.088# cat fetc/driver_aliases |grep scsi|grep st

st "scsiclass, 81"

La liste suivante décrit la syntaxe pour les pilotes st.

m  Pour détecter tous les changeurs st, utilisez la syntaxe suivante :

bash-3.00# 1s /dev/scsi/changer
c2t58014380018CC74FdA c2t500143800818CC75Fda c3t6de
c2t500143800818CC757dA  c3t5de c3todn

m  Pour vérifier I'état de I'unité st, utilisez la syntaxe suivante :

bash-3.88%# 1= fdev/rmt/?

fdev/rmt/8  fdev/frmt/2  Jdeuw/rmt/4  Fdev/rmt/6  Sdew/rmt/8
fdev/rmt/1 fdev/frmt/3  fdew/rmt/S  Fdev/rmt/7  Ffdew/frmt/9
bash-3.00%# 1s fdeu/rmt/?[0-9]

fdev/rmt/18  Fdev/rmt/12  fdev/rmt/14

fdevw/rmt/11 fdev/rmt/13 Ffdevwfrmt/15

m  Pour détecter toutes les unités st disponibles, utilisez la syntaxe suivante :

bash-3.860% mt -f fdev/rmt/8 status
Unconfigured Driwve: Uendor ‘HP ' Product ‘Ultrium UT ' tape dri
ue:

sense key(Bx@)= Mo Additional Sense residual= 8 retries= @

file no= @ block no= @

Remarque : Si les périphériques st ne sont pas disponibles, les résultats
suivants s'affichent :

bash-3.688# mt -f fdev/rmt/1 status

fdev/rmt/1: Ho such file or directory

Remarque : Facultativement, vous pouvez obtenir une liste d'unités a partir
du fichier /kernel/drv/st.conf.
La liste suivante décrit la syntaxe des pilotes sgen :

m  Pour les changeurs sgen, utilisez la méme syntaxe que tous les changeurs
st.

m  Pour les unités sgen, utilisez la méme syntaxe que toutes les unités st et
référencez le fichier dev/scsi/sequential.

m  Facultativement, vous pouvez obtenir une liste d'unités a partir du fichier
kernel/drv/sgen.conf.
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Plates-formes UNIX (Exemple : HP RISC 11.23)

Utilisez la syntaxe suivante sur les systemes d'exploitation HP RISC 11.23
pour détecter les informations sur le changeur :

bash-4,0# ioscan -FnC autoch
scsi:wsio:T:T:F:29:231:262144:autoch:schgr:0/3/1/0.0.0.0.0.0:8 128 32 0 0 0
02
47 199 17 149 21 224 137 113
:3:root.sbha.lba.lpfc.1pfd.tgt.schgr:schgr:CLAIMED:D
EVICE:HP D2DBS:4

/dev/rac/c4t0do
scsi:wsio:T:T:F:29:231:589824:autoch:schgr:0/3/1/0.0.5.0.0.0:8 128 32 0 0 0
01
53 125 185 26 130 50 80 249
:1:root.sba.lba.lpfc.lpfd.tgt.schgr:schgr:CLAIMED:DE
VICE:HP MSL G3 Series:9

/dev/rac/c9t0do
scsi:wsio:T:T:F:29:231:917504:autoch:schgr:0/3/1/0.0.10.0.0.0:8 128 32 0 0 0
0
153 125 185 26 242 88 164 118
:2:root.sbha.lba.lpfc.lpfd.tgt.schgr:schgr:CLAIMED:
DEVICE:HP MSL G3 Series:14

/dev/rac/c14t0do
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Utilisez la syntaxe suivante sur les systémes d'exploitation HP RISC 11.23
pour détecter les informations sur les unités disponibles :

bash-4,0# ioscan -fnC tape

Class I H/W Path Driver S/W State H/W Type Description
tape 15 0/3/1/0.0.1.0.0.0 stape CLAIMED DEVICE HP
Ultrium VT
/dev/rmt/15m /dev/rmt/c5t0dOBEST
/dev/rmt/15mb /dev/rmt/c5t0dOBESTb
/dev/rmt/15mn /dev/rmt/c5t0dOBESTNn
/dev/rmt/15mnb /dev/rmt/c5t0dOBESTnb
tape 14 0/3/1/0.0.2.0.0.0 stape CLAIMED DEVICE HP
Ultrium VT
/dev/rmt/14m /dev/rmt/c6t0dOBEST
/dev/rmt/14mb /dev/rmt/c6t0dOBESTb
/dev/rmt/14mn /dev/rmt/c6t0dOBESTN
/dev/rmt/14mnb /dev/rmt/c6t0dOBESTnb
tape 17 0/3/1/0.0.3.0.0.0 stape CLAIMED DEVICE HP
Ultrium VT
/dev/rmt/17m /dev/rmt/c7tOdOBEST
/dev/rmt/17mb /dev/rmt/c7t0dOBESTb
/dev/rmt/17mn /dev/rmt/c7t0dOBESTNn
/dev/rmt/17mnb /dev/rmt/c7t0dOBESTnb
tape 7 0/3/1/0.0.6.0.0.0 stape CLAIMED DEVICE HP
Ultrium 3-SCSI
/dev/rmt/7m /dev/rmt/c10tOdOBEST
/dev/rmt/7mb /dev/rmt/c10t0dOBESTb
/dev/rmt/7mn /dev/rmt/c10tOdOBESTN
/dev/rmt/7mnb /dev/rmt/c10t0dOBESTnb
tape 8 0/3/1/0.0.7.0.0.0 stape CLAIMED DEVICE HP
Ultrium 3-SCSI
/dev/rmt/8m /dev/rmt/c11tOdOBEST
/dev/rmt/8mb /dev/rmt/c11t0dOBESTb
/dev/rmt/8mn /dev/rmt/c11t0dOBESTN
/dev/rmt/8mnb /dev/rmt/c11t0dOBESTnb

Si les fichiers d'unités deviennent inutilisables, vous pouvez créer les

fichiers d'unités en utilisant la commande suivante :

#mkdir /tmp/tape

# mv /dev/rmt/* /tmp/tape
# insf -e

# ioscan -fnC tape
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Plates-formes UNIX (Exemple : AIX 5.3)

m  Exécutez la commande suivante pour capturer des informations détaillées
sur le média de bande :

bash-3.00# lscfg -vp|grep -i -p rmt
fcnet0O
Protocol Device
fscsil
Protocol Device

rmt30
rmt31
rmt32
rmt33
rmt34
rmt35
rmt38
rmt39

uo

uo

uo.
uo.
uo.
uo.
uo.
uo.
uo.
uo.

.1-P1-1I5/Q1

.1-P1-1I5/Q1

1-P1-15/Q1-W50014380018CC723-L0
1-P1-15/Q1-W50014380018CC721-L0
1-P1-15/Q1-W50014380018CC6E7-LO
1-P1-I5/Q1-W50014380018CC6E5-L0O
1-P1-15/Q1-W50014380018CC6E3-LO
1-P1-15/Q1-W50014380018CC6E1-LO
1-P1-I5/Q1-W50014380018CC703-L0O
1-P1-I5/Q1-W50014380018CC701-L0O

Fibre Channel Network

FC SCSI I/0 Controller

Other
Other
Other
Other
Other
Other
Other
Other

FC
FC
FC
FC
FC
FC
FC
FC

SCSI
SCSI
SCSI
SCSI
SCSI
SCSI
SCSI
SCSI

Tape
Tape
Tape
Tape
Tape
Tape
Tape
Tape

Drive
Drive
Drive
Drive
Drive
Drive
Drive
Drive

m  Exécutez la commande suivante pour capturer |'état des médias de bande

bash-3.00# lsdev -Cc tape

1H-08-02 Other FC SCSI Tape Drive
1H-08-02 Other FC SCSI Tape Drive
1H-08-02 Other FC SCSI Tape Drive
1H-08-02 Other FC SCSI Tape Drive
1H-08-02 Other FC SCSI Tape Drive
1H-08-02 Other FC SCSI Tape Drive
1H-08-02 Other FC SCSI Tape Drive
1H-08-02 Other FC SCSI Tape Drive
1H-08-02 Other FC SCSI Tape Drive
1H-08-02 Other FC SCSI Tape Drive

rmt30
rmt31
rmt32
rmt33
rmt34
rmt35
rmt36
rmt37
rmt38
rmt39

Available
Available
Available
Available
Available
Available
Defined

Defined

Available
Available
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Comment exploiter le multiflux pour améliorer les
performance de sauvegarde

Le multiflux est un processus qui permet de fractionner les jobs de sauvegarde
en plusieurs sous-jobs (flux) exécutés simultanément et qui envoie les
données vers le média de destination (unité de bandes ou systéme de
fichiers). Le multiflux est utile pour réaliser les jobs de sauvegarde de grande
taille parce qu'il est plus efficace de diviser des jobs en flux plus petits, afin de
diminuer la fenétre de sauvegarde.

Par défaut, CA ARCserve Backup permet de transmettre jusqu'a deux flux de
données de sauvegarde vers les unités de stockage intermédiaire sur disque et
de stockage intermédiaire sur bande. Pour transmettre jusqu'a 32 flux de
données de sauvegarde, vous devez installer et obtenir une licence pour le
module Entreprise de CA ARCserve Backup sur le serveur principal CA
ARCserve Backup. Avec le Module Entreprise, CA ARCserve Backup permet de
soumettre les jobs de sauvegarde multiflux normaux qui peuvent transmettre
plusieurs flux de données de sauvegarde vers I'unité de destination et les jobs
de sauvegarde par stockage intermédiaire qui peuvent transmettre plus de
deux flux de données de sauvegarde vers |'unité de stockage intermédiaire.

Exemple : Comment exploiter le multiflux pour améliorer les
performances de sauvegarde

L'exemple suivant décrit un scénario permettant d'exploiter le multiflux pour
améliorer les performances de sauvegarde.

m  Un job de sauvegarde comporte plusieurs volumes de systémes de
fichiers. Deux de ces volumes contiennent une grande quantité de données
de sauvegarde.

L'écran suivant illustre les volumes compris dans la sauvegarde :
node mounted mounted over vfs : options
/dev/hd4 j 2 .log=/dev/hd8

fdev /hd?2 if - log=/dev/hd8
/dev/hd9var /var i -t : ~w, log=/dev/hd8

/dev /hd3 /tmp s 3 : .log=/dev/hd8
/dev/hdl /home 128 ru,log=/dev/hd8
/proc /proc procfs Oct

/dev/hd10opt Jopt ifs Oct -+ .log=/dev/hd8

m  Les volumes de systémes de fichiers se trouvent sur des disques durs
physiques différents. Par exemple, le volume / et le volume /user résident
sur des disques durs différents et contiennent un grand nombre de
fichiers.

m  |'unité SAN (bibliothéque) contient plusieurs pilotes qui peuvent écrire
simultanément vers plusieurs médias de bande et la bibliothéque contient
suffisamment de médias vides disponibles.
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Nombre maximum de flux

Avec les sauvegardes multiflux, la bonne pratique consiste a spécifier une
valeur Nombre maximum de flux qui est égale au nombre de volumes qui
contiennent une grande quantité de données.

Drémarrer = | Source = I Planifier =
1= M 4 Maombre rasirnunn de flus

™ Multiplexage

Exemple :

m  Le volume / contient 500 Go

m  Le volume /usr contient 800 Go

m  Le volume /opter contient 3 Go

m  Le volume /home contient 700 Mo

m  Le volume /data contient 1 To

Le volume /, le volume /usr et le volume /data contiennent une grande

guantité de données. Dans cet exemple, la bonne pratique consiste a spécifier
3 pour la valeur Nombre maximum de flux .

Ports utilisés par le moteur de transfert de données pour

UNIX/Linux

CA ARCserve Backup utilise divers ports qui permettent aux serveurs de
moteur de transfert de données de communiquer avec d'autres serveurs de CA
ARCserve Backup dans votre environnement de sauvegarde. L'installation
définit les ports par défaut lorsque vous installez CA ARCserve Backup et le
moteur de transfert de données pour UNIX/Linux. A mesure que votre
environnement de sauvegarde évolue, vous pouvez trouver nécessaire de
modifier les ports que les serveurs du moteur de transfert de données utilisent
pour communiquer. Par exemple :

m  D'autres applications communiquent a I'aide des mémes ports que les
serveurs de moteur de transfert de données.

m  Vous voulez utiliser d'autres ports de commuincation.

m  Les stratégies définies par votre entreprise vous imposent d'utiliser des
ports de communication spécifiques.
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Configurer le port TCP/UDP 6051

CA ARCserve Backup utilise le port TCP/UDP 6051 pour faciliter la
communication entre le serveur principal et les services CA ARCserve Backup
exécutés sur les ordinateurs de l'agent.

Par exemple, le port 6051 permet notamment a I'agent commun, aux agents
de systéme de fichiers et a I'agent pour Oracle de communiquer avec le
serveur de sauvegarde pour effectuer les opérations suivantes :

Sauvegarde de données
Restauration de données

Accés aux noeuds du serveur de moteur de transfert de données a partir
du gestionnaire CA ARCserve Backup

Formater les médias et effacer les données qui résident sur les médias de
bande et les systémes de fichiers qui sont connectés a des serveurs de
moteur de transfert de données

Remarque : La communication par le port 6051 est requise sur le serveur
principal, les serveurs membres, les serveurs de moteur de transfert de
données et les agents de CA ARCserve Backup.

Pour configurer le port TCP/UDP 6051

1.

Configurer le port TCP/UDP 6051 sur le serveur de CA ARCserve Backup.

Remarque : Pour plus d'informations sur la maniere de configurer le port
TCP/UDP 6051 sur les ordinateurs Windows, voir le manuel
d'implémentation.

Accédez au répertoire suivant sur le serveur du moteur de transfert de
données :

/opt/CA/ABcmagt

Ouvrez le fichier intitulé agent.cfg a I'aide d'une application d'édition de
texte.

Recherchez la syntaxe suivante :

#TCP_PORT 6051
#UDP_PORT 6051

Supprimez le caractére # qui précéde la syntaxe ci-dessus.
Fermez agent.cfg et enregistrez vos modifications.
Redémarrez I'agent commun a I'aide des commandes suivantes :

Caagent stop
Caagent start
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Configurez les ports TCP 7099, 2099 et 20000 a 20100

CA ARCserve Backup utilise les ports TCP 7099, 2099 et 20000 a 20100 pour
faciliter les taches suivantes :

m  La communication entre le serveur principal et I'agent pour Oracle pour
UNIX ou l'agent pour Oracle pour Linux installé sur les serveurs de moteur
de transfert de données.

m ['enregistrement des serveurs de moteur de transfert de données avec le
serveur principal en utilisant regtool (page 39).

Remarque : Les ports 7099, 2099 et 20000 a 20100 n'exigent pas de
configuration si vous réalisez les taches ci-dessus.

Pour configurer les ports TCP 7099, 2099 et 20000 a 20100

1. Configurez les ports TCP 7099, 2099 et 20000 a 20100 sur le serveur de
CA ARCserve Backup.

Remarque : Pour plus d'informations sur la maniére de configurer les
ports 7099, 2099 et 20000 a 20100 sur les ordinateur Windows, voir le
manuel d'implémentation.

2. Accédez au répertoire suivant sur le serveur de moteur de transfert de
données :

/opt/CA/SharedComponents/ARCserve Backup/jcli/conf

3. Ouvrez le fichier intitulé mgmt.properties a I'aide d'une application
d'édition de texte.

4. Recherchez la syntaxe suivante et spécifiez le numéro de port de votre
choix :

sslport
nonsslport
clntportrange

Exemple :
sslport 7099

Remarque :Il est inutile de relancer I'agent commun.

Configurez le port UDP 41524

CA ARCserve Backup utilise le port UDP 41524 pour permettre au service de
détection de CA ARCserve Backup de détecter les services CA ARCserve
Backup en cours d'exécution sur les ordinateurs UNIX et Linux.

Remarque : Le port 41524 n'exige pas de configuration si vous n'utilisez pas
le service de détection. Pour plus d'informations sur le service de détection,
reportez-vous au manuel d'administration.
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Pour configurer le port UDP 41524

1.

Configurer le port UDP 41524 sur le serveur de CA ARCserve Backup.

Remarque : Pour plus d'informations sur la maniére de configurer le port
UDP 41524 sur I'ordinateur Windows, voir le manuel d'implémentation.

Accédez au répertoire suivant sur le serveur de I'utilitaire de transfert de
données :

/opt/CA/ABcmagt

Ouvrez le fichier intitulé agent.cfg a I'aide d'une application d'édition de
texte.

Recherchez la syntaxe suivante :

#UDP_BCAST PORT 41524

Supprimez le caractére # qui précéde la syntaxe ci-dessus.
Fermez agent.cfg et enregistrez vos modifications.

Redémarrez I'agent commun a I'aide des commandes suivantes :

Caagent stop
Caagent start

Autres approches de sauvegarde

Les sections suivantes décrivent d'autres approches que vous pouvez utiliser
pour sauvegarder des données a l'aide de I'utilitaire de transfert de données
pour UNIX/Linux. Ces approches vous permettent de sauvegarder des données
a l'aide des serveurs de I'utilitaire de transfert de données qui ne peuvent pas
sauvegarder de données vers des bibliothéques de bandes partagées

(page 119).
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Comment sauvegarder des données vers un systéme de fichiers dans une baie
de disques qui est partagée entre un serveur principal et un serveur de I'utilitaire
de transfert de données
Cette approche décrit la procédure a suivre pour sauvegarder des données
vers un systéme de fichiers dans une baie de disques qui est partagée entre

un serveur principal et un serveur de I'utilitaire de transfert de données.

Le diagramme suivant illustre cette configuration.

Serveur principal ¥

Moteur de transfert de données Baie de disques

Pour sauvegarder des données vers des baies de disques partagées, procédez
comme suit :

1. Montez la baie de disques vers le serveur de I'utilitaire de transfert de
données. Par exemple :

/disks
2. Montez la baie de disques vers le serveur principal. Par exemple :
X:\

3. Créez un systéme de fichiers sur le serveur de I'utilitaire de transfert de
données en utilisant le répertoire suivant :

/disks/fsd

4. Créez un systeme de fichiers sur le serveur principal en utilisant le
répertoire suivant (sensible a la casse) :

X:\fsd

Remarque : Assurez que X:\fsd référence le méme répertoire que
/disks/fsd sur la baie de disques.
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5. Soumettez vos jobs de sauvegarde vers /disks/fsd sur le serveur de
|'utilitaire de transfert de données.

Tenez compte des éléments suivants :

m Vous devez spécifier un job planifié de rotation pour fusionner le
systéme de fichiers a partir du serveur principal.

m Sivous avez besoin de restaurer des données, fusionnez le média du
systéeme de fichiers a partir de X:\fsd sur le serveur principal. Il n'est
pas nécssaire de fusionner le média si c'est déja fait.

6. Exécutez le job de restauration en utilisant les sessions fusionnées.

Vous pouvez ensuite restaurer les sessions du serveur principal vers un
emplacement de votre environnement.

Remarque : Pour restaurer des données qui ont été sauvegardées a l'aide de
cette approche, vous devez fusionner le média lié aux sessions de sauvegarde
du systémes de fichiers, puis exécuter la restauration en utilisant les sessions
fusionnées.
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Comment sauvegarder des données vers un systeme de fichiers local en
uvtilisant le stockage intermédiaire et le systeme de fichiers du réseau

Cette approche décrit la procédure a suivre pour sauvegarder des données en
utilisant la configuration suivante :

m  Un systéeme de fichiers a haute vitesse est connecté localement au serveur
de I'utilitaire de transfert de données.

= Un disque de grand volume est connecté a distance au serveur de
|'utilitaire de transfert de données.

m  (Facultatif) Le serveur principal est connecté au disque de grand volume.

Le diagramme suivant illustre cette configuration.

Senveur | principal

Moteur de transfert de données + disque local Disque distant & grand volume

Cette approche permet de configurer des jobs de sauvegarde par stockage
intermédiaire qui se composent de deux étapes :

m La premiére étape permet de sauvegarder des données vers des systémes
de fichiers de stockage intermédiaire connectés localement.

m  La deuxiéme étape permet de migrer les données des systémes de fichiers
de stockage intermédiaire connectés localement vers le systéme de
fichiers du disque de grand volume lorsque le réseau est inactif.

Pour configurer cette approche, procédez comme suit :

1. Créez un systeme de fichiers sur 'unité qui est connectée localement au
serveur de ['utilitaire de transfert de données

Configurez cette unité comme systéme de fichiers de stockage
intermédiaire.
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2. Créez un systeéme de fichiers sur le disque de grand volume distant.
3. Soumettez un job de sauvegarde par stockage intermédiaire comme suit :

m Le job sauvegarde des données vers le systéme de fichiers connecté
localement.

m Le job migre les données vers le disque de grand volume distant
lorsque le réseau est inactif.

Bonnes pratiques pour la protection des données Oracle

L'utilitaire de transfert de données pour UNIX/Linux permet de sauvegarder
des données Oracle vers des systémes de fichiers connectés localement et des
bibliothéques de bandes qui sont partagées avec le serveur principal. Cette
fonctionnalité permet de transférer des données via la communication locale,
ce qui permet de réduire la charge sur votre réseau.

Pour sauvegarder des données avec une précision de base de données Oracle,
vous devez installer I'agent pour Oracle sur les serveurs de |'utilitaire de
transfert de données.

Les sections suivantes décrivent des bonnes pratiques que vous pouvez utiliser
pour protéger des données Oracle en utilisant I'utilitaire de transfert de
données pour UNIX/Linux.

Cette section comprend les sujets suivants :

Comment sauvegarder des données de base de données Oracle vers des
serveurs de |'utilitaire de transfert de données (page 86)

Sauvegarde de données d'une base de données Oracle vers des serveurs de
moteur de transfert de données a I'aide de la console RMAN (page 87)
Comment restaurer des données d'une base de données Oracle a partir des
serveurs de |'utilitaire de transfert de données (page 88)

Comment sauvegarder et restaurer les données d'une base de données Oracle
a l'aide des serveurs de I'utilitaire de transfert de données locaux dans un
environnement comportant plusieurs cartes d'interface réseau (NIC) (page 89)
Dépanner les sauvegardes RMAN d'Oracle avec |'utilitaire de transfert de
données pour UNIX/Linux (page 91)

Fichiers journaux permettant d'analyser les jobs en échec (page 94)
Configuration du moteur de transfert de données pour UNIX et Linux et de
I'agent pour Oracle dans un environnement Oracle RAC (page 95)
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Comment sauvegarder des données de base de données Oracle vers des
serveurs de I'utilitaire de transfert de données

Vous pouvez sauvegarder les données d'une base de données Oracle vers des
serveurs de I'utilitaire de transfert de données uniquement aprés avoir procédé
comme suit :

m  Installez I'agent pour Oracle sur les noeuds UNIX ou Linux.

m  Installez I'utilitaire de transfert de données pour UNIX/Linux sur les
mémes noeuds UNIX ou Linux.

m  Enregistrez le serveur de I'utilitaire de transfert de données avec le
serveur principal dans le domaine de CA ARCserve Backup.

Pour sauvegarder les données d'une base de données Oracle vers des

serveurs de l'utilitaire de transfert de données

1. Connectez-vous au serveur de |'utilitaire de transfert de données.

Ouvrez une fenétre de ligne de commande et passez au répertoire de base
de I'agent pour Oracle.

Exécutez orasetup pour configurer I'agent pour Oracle.

Lorsque vous étes invité a sauvegarder les données vers un serveur de
I'utilitaire de transfert de données local, entrez Y comme illustré dans
|'"écran suivant :

over lors de

eat-il installé

2. A partir de I'onglet Source de la fenétre du gestionnaire de sauvegarde,
développez les objets Oracle et sélectionnez les objets que vous souhaitez
sauvegarder.

3. Cliquez sur I'onglet Destination dans la fenétre du gestionnaire de
sauvegarde.

Une liste de noeuds de I'utilitaire de transfert de données s'affiche.
4. Spécifiez I'unité que vous voulez utiliser pour la sauvegarde.
5. Spécifiez les options et la planification requises pour le job.

Remarque : Pour plus d'informations, voir Sauvegarder des données vers
des serveurs de ['utilitaire de transfert de données UNIX/Linux (page 49),
le manuel d'administration ou |'aide en ligne.

6. Soumettez votre job.
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Sauvegarde de données d'une base de données Oracle vers des serveurs de
moteur de transfert de données a I'aide de la console RMAN

CA ARCserve Backup permet de sauvegarder les données d'une base de
données Oracle a I'aide de la console RMAN d'Oracle. Utilisez les bonnes
pratiques suivantes pour créer des scripts RMAN qui vous permettent de
sauvegarder les données des base de données Oracle vers des serveurs de
moteur de transfert de données.

1.

Exécutez orasetup pour configurer I'agent pour Oracle pour sauvegarder
des données vers un serveur de moteur de transfert de données local.

Ouvrez le fichier de configuration sbt.cfg.

Remarque : Par défaut, le fichier de configuration est stocké dans le
répertoire de base de I'agent pour Oracle sur le serveur de moteur de
transfert de données.

Modifiez le fichier de configuration pour orienter les données Oracle de
sauvegarde de CA ARCserve Backup vers la bande que vous voulez utiliser
pour la sauvegarde.

Remarque : Vous pouvez spécifier un groupe de bandes ou une bande
spécifique. Si vous ne spécifiez pas de groupe de bande ou de bande
spécifique, CA ARCserve Backup stocke les données de sauvegarde sur
une unité disponible lors de I'exécution du job de sauvegarde.

A partir du serveur principal, exécutez ca_auth pour ajouter I'équivalence
pour <oracle user>/<node name>. La valeur <oracle user> est le nom de
|'utilisateur que vous utilisez pour vous connecter a la console RMAN. La
valeur <node name> est le nom d'hote du serveur de moteur de transfert
de données.

Vous pouvez maintenant exécuter le script RMAN a partir de la console RMAN
pour soumettre la sauvegarde.
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Comment restaurer des données d'une base de données Oracle a partir des
serveurs de I'vtilitaire de transfert de données

CA ARCserve Backup permet de restaurer les données d'une base de données
Oracle directement a partir des serveurs de ['utilitaire de transfert de données.
Utilisez les bonnes pratiques suivantes pour restaurer les données.

1.

Ouvrez le gestionnaire de restauration et effectuez I'une des opérations
suivantes.

Cliquez sur I'onglet Source et spécifiez les objets que vous voulez
restaurer.

Cliquez sur Options dans la barre d'outils et spécifiez les options de
votre choix pour le job.

Cliquez sur le bouton Soumettre de la barre d'outils pour soumettre le
job.

Lorsque vous avez rempli les champs obligatoires de la boite de dialogue
Soumettre, la boite de dialogue Média de restauration s'ouvre comme
illustré ci-dessous :

Média de restauration [ ]
Les bandes suivantes sont requises pour restaurer les sessions sélectionnées ;

MNom du media | N* de série | N* de séquence | M de session | Serveurs accessibles

g DUVDOOT [2972) D4ECO00L 0001 oo AN 2E3 WAN-RHE3E41

4| | |
Sélectionnez un serveur pour |a restauration
[z -l

L ANRHS3E4 | Enregistrer dans le fichier | oK I Annuler |

Dans la liste déroulante Sélectionnez un serveur pour la restauration,
spécifiez le serveur a partir duquel vous voulez restaurer les données de la
base de données Oracle.

Tenez compte des meilleures pratiques suivantes :

Avec les unités partagées, vous pouvez restaurer des données a partir
du serveur principal ou de I'utilitaire de transfert de données.
Toutefois, vous devez spécifier le serveur de I'utilitaire de transfert de
données dans la boite de dialogue Média de restauration pour vous
assurer que vous restaurez les données a partir du serveur de
|'utilitaire de transfert de données local.
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m Facultativement, vous pouvez restaurer les données de la base de
données Oracle de la console RMAN. Pour les restaurations de la
console RMAN, il n'est pas nécessaire de spécifier les informations de
I'unité dans le fichier de configuration sbt.cfg. La restauration se
comporte ainsi parce que RMAN obtient les informations sur le média
de bande lors du traitement de la restauration.

Comment sauvegarder et restaurer les données d'une base de données Oracle
a l'aide des serveurs de I'utilitaire de transfert de données locaux dans un
environnement comportant plusieurs cartes d'interface réseau (NIC)

Dans un environnement d'entreprise, il est courant de configurer les
ordinateurs Oracle avec plusieurs cartes d'interface réseau (NIC). Pour éviter
d'éventuels problémes de performance et de sécurité réseau, les bonnes
pratiques consistent a désigner des adresses IP spécifiques qui effectuent des
opérations de sauvegarde et de restauration.

Les étapes suivantes décrivent des bonnes pratiques que vous pouvez utiliser
pour configurer votre environnement de sauvegarde pour sauvegarder des
données Oracle vers des serveurs de I'utilitaire de transfert de données qui
contiennent plusieurs cartes d'interface réseau (NIC).

1. A partir du serveur principal, ouvrez le fichier hosts qui se trouve dans le
répertoire suivant :

%SYSTEMRootS%\system32\drivers\etc\

Ajoutez le nom d'hoéte et I'adresse IP de la carte d'interface réseau (NIC)
sur le serveur de I'utilitaire de transfert de données que vous voulez
utiliser pour les opérations de sauvegarde et de restauration. Vous devez
spécifier I'adresse IP précise, toutefois, vous pouvez spécifier un nom
d'h6te ayant du sens, étant donné qu'un nom d'héte de ce type est
configuré dans le DNS associé a |'adresse IP spécifiée. Par exemple,
HostNameaA.

2. A partir du serveur principal, utilisez la commande ping avec le nom d'héte
du serveur de I'utilitaire de transfert de données. Par exemple,
HostNameA. Assurez-vous que la commande ping renvoie I'adresse IP qui
correspond au nom d'hote que vous avez spécifié.

3. A partir du serveur principal, ouvrez Configuration des unités. Configurez
un utilitaire de transfert de données pour UNIX/Linux nommé HostNameA.
Si HostNameA est enregistré avec un nom d'héte différent, annulez
I'enregistrement du serveur de I'utilitaire de transfert de données, puis
enregistrez I'utilitaire de transfert de données en utilisant HostNameA.
Pour plus d'informations, voir Comment enregistrer le serveur de ['utilitaire
de transfert de données avec le serveur principal (page 36).

Annexe A : Recommandations 89



Bonnes pratiques pour la protection des données Oracle

4, Connectez-vous au serveur de |'utilitaire de transfert de données. Ouvrez
le fichier suivant :

/opt/CA/SharedComponents/ARCserve Backup/jcli/conf/clishell.cfg

Supprimez la syntaxe de commentaire de "jcli.client.IP=" pour définir
I'adresse IP spécifique, comme illustrée sur I'écran suivant :

5. A partir du répertoire de base de I'agent pour Oracle situé sur le serveur
de l'utilitaire de transfert de données, ouvrez le fichier de configuration
sbt.cfg.

Spécifiez HostNameA pour les attributs suivants :

SBT DATA MOVER
SBT SOURCE_NAME
SBT ORIGINAL CLIENT HOST

L'écran suivant illustre les modifications requises :

Aprés avoir effectué les étapes ci-dessus, vous pouvez utiliser CA ARCserve
Backup ou la console RMAN pour sauvegarder et restaurer les données de la
base de données Oracle en utilisant une adresse IP spécifique.
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Tenez compte des considérations suivantes :

m  Si vous enregistriez le serveur de ['utilitaire de transfert de données en
utilisant un nom d'hote différent, vous devez soumettre une sauvegarde
compléte de la base de données Oracle aprés avoir terminé les
configurations ci-dessus. C'est une bonne pratique qui permet de garantir
gue vous pouvez restaurer les données de la base de données Oracle qui
ont été sauvegardées a l'aide du nom d'héte actuel ou du nom d'hote
précédent.

m  Bien que vous puissiez enregistrer des serveurs de |'utilitaire de transfert
de données avec le serveur principal en utilisant I'adresse IP ou le nom
d'héte, la bonne pratique consiste a enregistrer le serveur de I'utilitaire de
transfert de données avec le serveur principal en utilisant le nom d'héte du
serveur de |'utilitaire de transfert de données. Nous recommandons cette
approche parce que le nom d'héte est plus pertinent pour les utilisateurs
et les adresses IP peuvent changer.

Dépanner les sauvegardes RMAN d'Oracle avec I'utilitaire de transfert de
données pour UNIX/Linux

Les rubriques suivantes décrivent des bonnes pratiques que vous pouvez
utiliser pour dépanner les sauvegardes RMAN d'Oracle avec I'utilitaire de
transfert de données pour UNIX/Linux.

Cette section comprend les sujets suivants :

Des erreurs de connexion se produisent lorsque vous essayez de développer
I'instance Oracle dans le gestionnaire de sauvegarde (page 91)

Les sauvegardes semblent échouer dans la console RMAN (page 92)

RMAN signale gqu'il manque des fichiers de données lorsque vous soumettez
une restauration (page 93)

Des erreurs de connexion se produisent lorsque vous essayez de développer l'instance Oracle
dans le gestionnaire de sauvegarde

Valide sur les plates-formes UNIX et Linux.

Symptome :

Lorsque vous développez l'instance Oracle dans le gestionnaire de sauvegarde,
des erreurs de connexion se produisent.
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Solution :

Pour remédier aux erreurs du journal, envisagez la solution suivante :

1. Assurez-vous que le nom d'utilisateur et le mot de passe spécifié sont
corrects.

2. Assurez-vous que l'instance Oracle est disponible. L'instance Oracle peut
ne pas étre en cours d'exécution ou dans un état convenable.

3. Sile nom d'utilisateur et le mot de passe sont corrects et que l'instance
est disponible, procédez comme suit :

m Assurez-vous que le nom de l'instance Oracle et les valeurs du
répertoire de base d'Oracle relatives qui sont spécifiés dans le fichier
de configuration instance.cfg sont identiques aux valeurs des variables
d'environnement spécifiées lorsque vous avez démarré l'instance
Oracle.

L'agent pour Oracle utilise la mémoire partagée du systéme Oracle pour
extraire ces valeurs, et les valeurs doivent étre identiques.

Exemple :
Nom d'instance : orcl
Répertoire de base : AAAA/BBBB

Lorsque vous démarrez l'instance Oracle, vous devez spécifier
respectivement orcl et AAAA/BBBB. Lorsque vous exécutez orasetup, vous
devez également spécifier orcl et AAAA/BBBB pour le nom d'instance et le
répertoire de base.

4. Sivous continuez a obtenir des messages d'erreur, assurez-vous que le
répertoire /tmp se trouve sur le serveur cible et qu'il a une valeur
d'autorisation de 777. L'autorisation 777 permet a I'agent pour Oracle
d'écrire des fichiers temporaires vers le répertoire /tmp.

Les sauvegardes semblent échouer dans la console RMAN
Valide sur les plates-formes UNIX et Linux.

Symptome :

Les sauvegardes RMAN d'Oracle se terminent correctement lorsqu'elles sont
soumises a partir du gestionnaire de sauvegarde. Toutefois, lorsque vous
soumettez les mémes jobs a partir de la console RMAN, les jobs de
sauvegarde échouent.
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Solution :
Ce comportement est attendu.

Lorsque vous soumettez des sauvegardes RMAN d'Oracle en utilisant le
gestionnaire de sauvegarde, I'équivalence d'Oracle n'est pas exigée. Toutefois,
lorsque vous soumettez les sauvegardes RMAN d'Oracle a partir de la console
RMAN, I'équivalence RMAN d'Oracle est exigée, et les jobs enfants associés a
la sauvegarde ne peuvent pas se terminer correctement.

RMAN signale qu'il manque des fichiers de données lorsque vous soumettez une restauration
Valide sur les plates-formes UNIX et Linux.

Symptome :

Lorsque vous restaurez des données, les rapports RMAN d'Oracle signalent
qu'il manque des fichiers de données, et les jobs échouent.

Solution :

Pour remédier aux erreurs de fichier de données manquants, envisagez la
solution suivante :

1. Assurez-vous que les données RMAN qui sont stockées sur le média de CA
ARCserve Backup n'ont pas été détruites. Si les données ont été détruites,
expirez les données utilisées dans le catalogue RMAN d'Oracle a I'aide des
commandes RMAN d'Oracle.

2. Assurez-vous que les informations du catalogue RMAN d'Oracle n'ont pas
été purgées de la base de données CA ARCserve Backup. Si les
informations ont été purgées, fusionnez les informations du média de CA
ARCserve Backup avec la base de données CA ARCserve Backup, puis
resoumettez les jobs.

3. Sivous essayez de restaurer des données RMAN d'Oracle vers un autre
noeud, procédez comme suit :

m Assurez-vous que la valeur spécifiée pour
SBT_ORIGINAL_CLIENT_HOST dans sbt.cfg est le nom du noeud du
serveur Oracle qui a été sauvegardé. Avec ces parameétres,
SBT_ORIGINAL_CLIENT_HOST remplace le noeud source par le nom
d'hote et SBT_SOURCE_NAME remplace le noeud de destination par le
nom d'hote lorsque vous soumettez le job.

Remarque : Le fichier de configuration sbt.cfg est stocké dans le
répertoire de base de I'agent pour Oracle sur le serveur UNIX ou Linux.
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Fichiers journaux permettant d'analyser les jobs en échec

CA ARCserve Backup dispose de divers fichiers journaux que vous pouvez
utiliser pour analyser les jobs qui échouent.

Comme bonne pratique, vous devez vérifier les fichiers journaux dans l'ordre
suivant :

1.

A partir du gestionnaire d'état des jobs, analysez les résultats du job dans
le journal des jobs et le journal d'activité.

Analysez les fichiers journaux de débogage suivants situés sur le serveur
CA ARCserve Backup :

<ARCSERVE HOME>\log\tskjob<Job No> <Job ID>.log
<ARCSERVE_HOME>\log\tskjob<Master Job No> <Master Job ID> <Child Job ID>.log
<ARCSERVE_HOME>\log\tskjob00 <Staging Master Job ID> <Migration_Job ID>.log

(Facultatif) Analyser le fichier journal du moteur de bandes situé dans le
répertoire suivant sur le serveur CA ARCserve Backup :

<ARCSERVE_HOME>\log\tape. log

(Facultatif) Analyser le fichier journal du moteur de bases de données
situé dans le répertoire suivant sur le serveur CA ARCserve Backup :

<ARCSERVE HOME>\log\cadblog. log

Analysez le fichier journal de I'agent commun situé sur le serveur de
moteur de transfert de données. Le fichier journal de I'agent commun est
situé dans le répertoire suivant sur le serveur de moteur de transfert de
données :

/opt/CA/ABcmagt/logs/caagentd. log

(Facultatif) Si vous sauvegardez des données qui résident sur un serveur
de moteur de transfert de données, analysez le fichier journal de I'agent
d'unités situé dans le répertoire suivant sur le serveur du moteur de
transfert de données :

/opt/CA/ABdatamover/logs/dagent. log

(Facultatif) Si vous sauvegardez des données qui résident sur un serveur
de moteur de transfert de données et que le journal de I'agent d'unités
indique qu'une erreur de matériel s'est produite, analysez le journal du
module de I'unité Snapln situé dans le répertoire suivant sur le serveur de
moteur de transfert de données :

/opt/CA/ABdatamover/logs/SnapIn.log
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8. Sil'agent en cours d'exécution sur le serveur de moteur de transfert de
données est un agent de systeme de fichiers, analysez le fichier journal de
I'agent situé dans le répertoire suivant sur le serveur de moteur de
transfert de données :

/opt/CA/ABuagent/logs/uag. log

9. Sil'agent en cours d'exécution sur le serveur de moteur de transfert de
données est I'agent pour Oracle, analysez les fichiers journaux suivants
situés sur le serveur de moteur de transfert de données :

/CA/ABoraagt/logs/oraclebr.log
/opt/CA/ABoraagt/logs/oragentd JobNO1l.log
/opt/CA/ABoraagt/logs/oragentd JobNO1 JobNO02.log
/opt/CA/ABoraagt/logs/cmdwrapper.log:

/opt/CA/ABoraagt/logs/ca backup.log:

/opt/CA/ABoraagt/logs/ca restore.log

$ORACLE_HOME/admin/(nom de la base de données)/udump/sbtio.log

Configuration du moteur de transfert de données pour UNIX et Linux et de
I'agent pour Oracle dans un environnement Oracle RAC

Pour configurer I'agent pour Oracle dans un environnement RAC (Real
Application Cluster), vous devez installer et configurer I'agent pour Oracle et le
moteur de transfert de données pour UNIX et Linux sur au moins un noeud
intégré a un environnement Oracle RAC. Le noeud doit pouvoir accéder a tous
les journaux d'archivage. Vous pouvez installer I'agent pour Oracle et le
moteur de transfert de données pour UNIX et Linux sur plus d'un noeud dans
I'environnement RAC. Chaque noeud du RAC doit également pouvoir accéder a
tous les journaux d'archivage.

CA ARCserve Backup permet de configurer I'agent pour Oracle dans un
environnement RAC pour sauvegarder et restaurer des données vers des
serveurs de moteur de transfert de données au moyen des configurations
suivantes :

m  Nom de I'héte réel (page 96)

m  Nom de I'héte virtuel (page 97)

Les configurations ci-dessus permettent a CA ARCserve Backup de se
connecter a un noeud disponible dans I'environnement RAC pour sauvegarder
et restaurer des bases de données Oracle RAC.
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Configuration de I'agent pour Oracle dans un environnement Oracle RAC au moyen du nom de

I'hote réel

CA ARCserve Backup permet de configurer I'agent pour Oracle au moyen du
nom de I'hote réel pour chaque noeud dans I'environnement Oracle RAC.

Configuration de I'agent pour Oracle dans un environnement Oracle
RAC au moyen du nom de I'hGte réel

1.

Pour sauvegarder des bases de données Oracle vers des bibliothéques de
bandes connectées aux serveurs de moteur de transfert de données,
vérifiez que les bibliothéques de bandes sont partagées avec le serveur
principal et les noeuds que vous voulez sauvegarder.

Installez I'agent pour Oracle et UNIX et le moteur de transfert de données
Linux sur les noeuds.

Enregistrez le moteur de transfert de données auprés du serveur principal.
Pour plus d'informations, voir Enregistrement de serveur de moteur de
transfert de données auprés du serveur principal (page 36).

Remarque : Comme bonne pratique, vous devriez enregistrer tous les
noeuds qui contiennent des bases de données Oracle dans un
environnement RAC exclusivement aupres d'un serveur principal.

Aprés avoir installé I'agent pour Oracle et le moteur de transfert de
données pour UNIX et Linux sur les noeuds, vous étes invité a enregistrer
le noeud (serveur du moteur de transfert de données) auprés du serveur
principal. Dans ce scénario, vous pouvez enregistrer le nom de I'hote réel
des noeuds auprés du serveur principal. Si vous le souhaitez, vous pouvez
enregistrer le serveur du moteur de transfert de données auprés du
serveur principal ultérieurement en exécutant la commande suivante sur le
serveur du moteur de transfert de données :

# regtool register

Pour configurer I'agent pour Oracle, exécutez orasetup sur le serveur du
moteur de transfert de données.

# ./orasetup

Remarque : Le script orasetup est stocké dans le répertoire d'installation
de I'agent pour Oracle sur le serveur du moteur de transfert de données.

La commande orasetup vous invite a sauvegarder les données sur le
serveur du moteur de transfert de données local. Entrez Y comme dans
I'exemple ci-dessous :

hash-3.08# ./orasetup

Please enter Backup Agent Home directory {default: fopt/CAfABoraagt):
e you planning to backup data to Data Hover devices (Recommended. This will

enable backup/restore via rman command line always use devices on Data Hover
D? (y/n): y

Is DRACLE installed on this machine 7 (y/n): [
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Lorsque orasetup vous invite a spécifier le nom de l'instance Oracle RAC,
spécifiez I'ID réel de l'instance comme dans I'exemple suivant :

Suivez les étapes et spécifiez les données requises pour terminer
I'exécution de la commande orasetup.

Configuration de I'agent pour Oracle dans un environnement Oracle RAC au moyen du nom de

I'hote virtuel

CA ARCserve Backup permet de configurer I'agent pour Oracle au moyen du
nom de I'hote virtuel pour chaque noeud dans I'environnement Oracle RAC.

Configuration de I'agent pour Oracle dans un environnement Oracle
RAC au moyen du nom de I'hGte virtuel

1.

Pour sauvegarder des bases de données Oracle sur des bibliotheques de
bandes connectées a des serveurs de moteur de transfert de données,
vérifiez que les bibliothéques de bandes sont partagées avec le serveur
principal et les noeuds que vous voulez sauvegarder.

Installez I'agent pour Oracle et UNIX et le moteur de transfert de données
Linux sur les noeuds.

Connectez-vous au serveur principal CA ARCserve Backup.
Ouvrez le fichier Hosts qui se trouve dans le répertoire suivant :
SSWINDOWSS\system32\drivers\etc\

Vérifiez que le fichier Hosts contient la paire nom d'hote virtuel/adresse IP
virtuelle pour chaque noeud sur lequel vous installez I'agent pour Oracle.

Remarque : Si le fichier Hosts ne contient pas la paire nom d'hote
virtuel/adresse IP virtuelle pour chaque noeud, exécutez la commande
suivante pour vérifier que le serveur principal peut communiquer avec le
noeud Oracle RAC via le nom d'hote virtuel.

ping <nom hote virtuel>
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5. Ouvrez la configuration d'unités.

Enregistrez chaque noeud de votre environnement Oracle RAC aupres du
serveur principal en utilisant le nom d'héte virtuel du noeud. Pour plus
d'informations, consultez la section Enregistrement des serveurs de
moteur de transfert de données auprés du serveur principal via la
configuration d'unités (page 36).

Remarque : Si le noeud a été enregistré aupres du serveur principal au
moyen du nom d'h6te physique, cliquez sur Supprimer pour annuler
I'enregistrement du noeud, puis cliquez sur Ajouter pour enregistrer le
noeud en utilisant le nom d'héte virtuel.

% Configuration des unités

Configuration de l'utilitaire de transfert de données UNIX/Linux
Wous pouvez configurer les utilitaires de transfert de données UM Linus, m

Configuration des servewrs : SIBUtET | SURBiET

Utilitaire de transfert de don... | Litilisateur | Mok de passe |
g ULDMO1-5LESS-FULL
J ULDMO2RACIMIP

Sélectionnez un serveur pour en modifier les informations, puis cliquez sur 'attribut & modifier.

<Elécédent| Suivant = I Luitter | Aide I

6. Pour configurer I'agent pour Oracle, exécutez orasetup sur le serveur du
moteur de transfert de données.

# ./orasetup

Remarque : Le script orasetup est stocké dans le répertoire d'installation
de I'agent pour Oracle sur le serveur du moteur de transfert de données.

7. La commande orasetup vous invite a sauvegarder les données sur le
serveur du moteur de transfert de données local. Entrez Y comme dans
I'exemple ci-dessous :
hash-3.08# ./orasetup

Please enter Backup Agent Home directory {default: fopt/CAfABoraagt):
e you planning to backup data to Data HMover devices (Recommended. This will

enable backup/restore via rman command line always use dewices on Data Hover
D7 (y/n): y

15 DRACLE installed on this machine ? (y/n): [
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10.

Lorsque orasetup vous invite a spécifier le nom de l'instance Oracle RAC,
spécifiez I'ID réel de l'instance comme dans I'exemple suivant :

Suivez les étapes et spécifiez les données requises pour terminer la
commande orasetup.

Accédez au répertoire d'installation de I'agent pour Oracle sur le serveur
du moteur de transfert de données.

Ouvrez le fichier de configuration nommé sbt.cfg et modifiez les points
suivants :

m Supprimez les commentaires de SBT_DATA_MOVER et définissez la
valeur sur le nom d'hoéte virtuel en utilisant la syntaxe suivante :

SBT DATA MOVER=<VIRTUAL HOSTNAME>

m  Supprimez les commentaires de SBT_ORIGINAL_CLIENT_HOST et
définissez la valeur sur le nom d'héte virtuel en utilisant la syntaxe
suivante :

SBT ORIGINAL CLIENT HOST=<VIRTUAL HOSTNAME>

m Ajoutez SBT_SOURCE_NAME au fichier de configuration et définissez la
valeur sur le nom d'hote virtuel en utilisant la syntaxe suivante :

SBT SOURCE NAME=<VIRTUAL HOSTNAME>
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Annexe B : Dépannage

Ce chapitre traite des sujets suivants :

CA ARCserve Backup ne détecte pas les serveurs de moteur de transfert de
données (page 101)

CA ARCserve Backup ne détecte pas les unités connectées aux serveurs de
['utilitaire de transfert de données (page 105)

Le gestionnaire de sauvegarde ne parcourt pas les volumes des systeme de
fichiers (page 109)

Le gestionnaire de sauvegarde ne parcourt pas les noeuds du serveur de
['utilitaire de transfert de données (page 111)

Le serveur de sauvegarde ne détecte pas les unités (page 112)

Les jobs échouent avec des erreurs de Dagent (page 113)

Le processus d'enregistrement échoue en utilisant regtool (page 114)

Le processus d'enregistrement échoue lors de I'exécution de regtool en
utilisant la ligne de commande (page 115)

Le processus d'enregistrement échoue lors de I'exécution de regtool a I'aide du
terminal X Window (page 116)

CA ARCserve Backup ne détecte pas les serveurs de
moteur de transfert de données

Valide sur les plates-formes UNIX et Linux.
Symptome :

CA ARCserve Backup ne détecte pas les serveurs de moteur de transfert de
données et ces serveurs sont enregistrés avec le serveur principal.

Solution :

Pour y remédier, procédez comme suit :

1. Assurez-vous que le serveur de moteur de transfert de données est
enregistré sur le serveur principal.

2. Vérifiez que le moteur de bandes est en cours d'exécution sur le serveur
principal.
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3. Assurez-vous que le moteur de bandes du serveur principal communique
avec le serveur de moteur de transfert de données. Pour vérifier la
communication, ouvrez le journal suivant :

<ARCSERVE_HOME>/10g/tape. log

Le fichier tape.log doit afficher des informations semblables a celles-ci :

[09/24 13:07:34 11e0 2 | START LOGGING---------
[09/24 13:07:34 11e0 2 ] Loading Server and Device List

[09/24 13:07:34 11e0 2 ] Successfully Get UUID on [UNIX-DM-01-
SLES11-V1]

[09/24 13:07:34 11e0 2 ] Successfully Get UUID on [UNIX-DM-02-
RHEL5-P2]

[09/24 13:07:34 11e0 2 ] Successfully Get UUID on
[172.24.199.299]

[09/24 13:07:34 11e0 2 ] Initializing Servers and Devices :
Start

[09/24 13:07:34 11e0 2 ] Connecting to Node UNIX-DM-01-SLES11-V1

on Port 6051
Vérifiez les points suivants :

- Le serveur de moteur de transfert de données s'affiche dans le fichier
tape.log. Par exemple :

Successfully Get UUID on [UNIX-DM-01-SLES11-V1]

- Le serveur principal communique avec le serveur de moteur de
transfert de données. Par exemple :

Connecting to Node UNIX-DM-01-SLES11-V1 on Port 6051
4. Consultez le fichier journal suivant :
<ARCSERVE_HOME>/10g/umsdev . log
Le fichier journal doit afficher des informations semblables a celles-ci :

25/11/2009 19:01:55.849 5340 DBG CNDMPConnection using Hostname=UNIX-DM-01-
SLES11-V1, IPAddress=, PortNumber=6051

25/11/2009 19:01:55.943 5340 DBG CXDRStream::CXDRStream

25/11/2009 19:01:55.943 2384 DBG [0x0Q0F35C20] Message receive thread started
25/11/2009 19:01:55.943 3696 DBG Dispatch Thread started

5. Assurez-vous que l'adresse IP du serveur de moteur de transfert de
données s'affiche dans le fichier hosts du serveur principal. Le fichier hosts
se trouve dans le répertoire suivant :

<Windows>/system32/drivers/etc/hosts
Par exemple :

172.24.199.199 UNIX-DM-01-SLES11-V1

6. A partir du serveur principal, exécutez la commande ping ou la commande
nslookup pour vous assurer que le serveur principal peut communiquer
avec le serveur de moteur de transfert de données.
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7. A partir du serveur de moteur de transfert de données, exécutez la
commande ping ou la commande nslookup pour vous assurer que le
serveur de moteur de transfert de données peut communiquer avec le
serveur principal.

Remarque : Si les serveurs ne peuvent pas communiquer a l'aide des
commandes ping ou nslookup, assurez-vous que vous spécifiez le nom
d'hote et/ou I'adresse IP corrects.

8. A partir du serveur de moteur de transfert de données, exécutez la
commande suivante pour vous assurer que le service du serveur NDMP est
en cours d'exécution :

# ps -ef | grep NDMPServer

Si le service du serveur NDMP est en cours d'exécution, les résultats
suivants s'affichent dans la ligne de commande :

root 13260 1 005:287 00:00:00 NDMPServer
root 13484 1 005:287 00:00:00 NDMPServer

9. A partir du serveur de moteur de transfert de données, ouvrez le journal
de I'agent commun pour vous assurer que le service du serveur NDMP a
démarré. Le fichier journal de I'agent commun se trouve dans le répertoire
suivant :

/opt/CA/ABcmagt/logs/caagentd. log

Si le service du serveur NDMP a démarré, les informations suivantes
s'affichent dans le fichier journal :

10/21 05:28:51(13259) - ( AGBRSpawnMediaEngine), major=14, minor=0
10/21 05:28:51(13260) - ( AGBRSpawnMediaEngine)

execv (/opt/CA/ABdatamover/NDMPServer)

10/21 05:28:51(13259) - ( AGBRSpawnMediaEngine): child pid=13260
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10. A partir du serveur du moteur de transfert de données, vérifiez le fichier
de configuration Agent.cfg pour vous assurer que le moteur de transfert de
données pour UNIX/Linux est configuré. Le fichier journal Agent.cfg se
trouve dans le répertoire suivant :

/opt/CA/ABcmagt/agent.cfg

Si le moteur de transfert de données pour UNIX/Linux est configuré, les
informations suivantes s'affichent dans le fichier de configuration :

[260]

#[Data Mover]

NAME ABdatmov

VERSION 15.0

HOME /opt/CA/ABdatamover

#ENV CA ENV DEBUG LEVEL=4

#ENV CA ENV_NDMP_LOG DEBUG=1

ENV AB 0S TYPE=SUSE 2.6.27.19 1686

ENV MEDIASERVER HOME=/opt/CA/ABdatamover
ENV

LD LIBRARY PATH=/opt/CA/ABdatamover/1lib:/opt/CA/ABcmagt:$LD LIBRARY PATH:/opt
/CA/SharedComponents/lib

ENV

SHLIB PATH=/opt/CA/ABdatamover/lib:/opt/CA/ABcmagt:$SHLIB PATH:/opt/CA/Shared
Components/1lib

ENV
LIBPATH=/0pt/CA/ABdatamover/lib:/opt/CA/ABcmagt : $LIBPATH: /opt/CA/SharedCompon
ents/lib

BROWSER  NDMPServer

AGENT dagent
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CA ARCserve Backup ne détecte pas les unités connectées
aux serveurs de I'vtilitaire de transfert de données

Valide sur les plates-formes UNIX et Linux.

Symptome :

A partir de I'onglet Destination du gestionnaire de sauvegarde et a partir du
gestionnaire d'unités, CA ARCserve Backup ne détecte pas les unités
connectées aux serveurs de |'utilitaire de transfert de données.

Solution :

Pour y remédier, procédez comme suit :

1.

Assurez-vous de pouvoir accéder aux unités partagées a partir du serveur
principal et du serveur de I'utilitaire de transfert de données.

Assurez-vous que le systéme d'exploitation UNIX ou Linux en cours
d'exécution sur le serveur de I'utilitaire de transfert de données peut
accéder a I'unité et la faire fonctionner.

Exemple : Sur les plates-formes Linux, vérifiez les unités a partir des
emplacements suivants :

/proc/scsi/scsi

A partir du serveur principal, assurez-vous que le processus de détection
des unités s'est correctement terminé. Pour ce faire, ouvrez le fichier
journal suivant sur le serveur principal :

<ARCSERVE_HOME>/10g/tape.log

Si le processus de détection des unités s'est correctement terminé, des
informations semblables a celles-ci s'affichent dans le fichier tape.log du
serveur principal :

[09/24 13:07:48 11e0 2 ] Connecting to Node UNIX-DM-01-SLES11-V1
on Port 6051

[09/24 13:07:49 11e0 2 ] Registering Node : UNIX-DM-01-SLES11-
V1

[09/24 13:07:49 11e0 2 ] Detecting Tape devices...

[09/24 13:07:50 11e0 2 ] Detected 12 tape drives...

[09/24 13:07:50 11e0 2 ] Tape Drive STK 9840

1,00

[09/24 13:07:50 11e0 2 ] b7285ec31 - Prototype: Prototype
[09/24 13:07:50 11e0 2 ] Find a tape drive, logical Device Name

set to [SCSI:b7285ec31]
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4. A partir du serveur de I'utilitaire de transfert de données, exécutez la
commande suivante pour vous assurer que le service du serveur NDMP est
en cours d'exécution :

# ps -ef | grep NDMPServer

Si le service du serveur NDMP est en cours d'exécution, les résultats
suivants s'affichent dans la ligne de commande :

root 13260 1 005:287 00:00:00 NDMPServer
root 13484 1 005:287 00:00:00 NDMPServer

5. A partir du serveur de l'utilitaire de transfert de données, ouvrez le journal
de I'agent commun pour vous assurer que le service du serveur NDMP a
démarré. Le fichier journal de I'agent commun se trouve dans le répertoire
suivant :

/opt/CA/ABcmagt/logs/caagentd. log

Si le service du serveur NDMP a démarré, les informations suivantes
s'affichent dans le fichier journal :

10/21 05:28:51(13259) - ( AGBRSpawnMediaEngine), major=14, minor=0
10/21 05:28:51(13260) - ( AGBRSpawnMediaEngine)

execv (/opt/CA/ABdatamover/NDMPServer)

10/21 05:28:51(13259) - ( AGBRSpawnMediaEngine): child pid=13260
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6. A partir du serveur de ['utilitaire de transfert de données, ouvrez le fichier
de configuration Agent.cfg pour vous assurer que |'utilitaire de transfert de
données pour UNIX/Linux est configuré. Le fichier journal Agent.cfg se
trouve dans le répertoire suivant :

/opt/CA/ABcmagt/agent.cfg

Si I'utilitaire de transfert de données pour UNIX/Linux est configuré, les
informations suivantes s'affichent dans le fichier de configuration :

[260]

#[Data Mover]

NAME ABdatmov

VERSION 15.0

HOME /opt/CA/ABdatamover

#ENV CA ENV DEBUG LEVEL=4

#ENV CA ENV_NDMP_LOG DEBUG=1

ENV AB 0S TYPE=SUSE 2.6.27.19 1686

ENV MEDIASERVER HOME=/opt/CA/ABdatamover
ENV

LD LIBRARY PATH=/opt/CA/ABdatamover/1lib:/opt/CA/ABcmagt:$LD LIBRARY PATH:/opt
/CA/SharedComponents/1ib

ENV

SHLIB PATH=/opt/CA/ABdatamover/lib:/opt/CA/ABcmagt:$SHLIB PATH:/opt/CA/Shared
Components/1lib

ENV
LIBPATH=/0pt/CA/ABdatamover/lib:/opt/CA/ABcmagt : $LIBPATH: /opt/CA/SharedCompon
ents/lib

BROWSER  NDMPServer

AGENT dagent
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7. A partir du serveur de I'utilitaire de transfert de données, assurez-vous
gue CA ARCserve Backup peut détecter toutes les unités auxquelles le
serveur de I'utilitaire de transfert de données peut accéder. CA ARCserve
Backup crée des liens vers les unités détectées dans le répertoire suivant :

/dev/CA

S'il n'y a pas de liens dans /dev/ca et que vous étes slr que le serveur de
|'utilitaire de transfert de données peut détecter les périphériques,
exécutez le script suivant sur le serveur de |'utilitaire de transfert de
données :

/opt/CA/ABdatamover/ScanDevices.sh
Exemple :

L'exemple suivant illustre les liens vers toutes les unités détectées sur un
serveur de |'utilitaire de transfert de données sous Linux :

UNIX-DM-01-SLES11-V1 /]# 1s -1 /dev/CA

total 4

drwxrwxrwx 2 root root 320 Sep 24 12:58 .

drwxr-xr-x 13 root root 6060 Sep 23 15:43 ..

-rw-rw-rw- 1 root root 515 Sep 24 12:58 DeviceSerialMap
Trwxrwxrwx 1 root root 8 Sep 24 12:58 1ib:4,0,0,0 -> /dev/sgl
Trwxrwxrwx 1 root root 8 Sep 24 12:58 tape:4,0,0,1 -> /dev/sg2
Trwxrwxrwx 1 root root 9 Sep 24 12:58 tape:4,0,0,10 -> /dev/sgll
Trwxrwxrwx 1 root root 9 Sep 24 12:58 tape:4,0,0,11 -> /dev/sgl2
Trwxrwxrwx 1 root root 9 Sep 24 12:58 tape:4,0,0,12 -> /dev/sgl3
Trwxrwxrwx 1 root root 8 Sep 24 12:58 tape:4,0,0,2 -> /dev/sg3
Trwxrwxrwx 1 root root 8 Sep 24 12:58 tape:4,0,0,3 -> /dev/sg4
Trwxrwxrwx 1 root root 8 Sep 24 12:58 tape:4,0,0,4 -> /dev/sg5
Trwxrwxrwx 1 root root 8 Sep 24 12:58 tape:4,0,0,5 -> /dev/sgb
Trwxrwxrwx 1 root root 8 Sep 24 12:58 tape:4,0,0,6 -> /dev/sg7
Trwxrwxrwx 1 root root 8 Sep 24 12:58 tape:4,0,0,7 -> /dev/sg8
Trwxrwxrwx 1 root root 8 Sep 24 12:58 tape:4,0,0,8 -> /dev/sg9
Trwxrwxrwx 1 root root 9 Sep 24 12:58 tape:4,0,0,9 -> /dev/sgl0
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8. A parti du serveur de l'utilitaire de transfert de données, ouvrez le fichier

journal du serveur NDMP pour vous assurer que le service du serveur
NDMP communique avec les périphériques. Ce fichier journal se trouve
dans le répertoire suivant :

/opt/CA/ABdatamover/logs/NDMPServer. log

Des messages semblables a ceux-ci doivent s'afficher dans le fichier
journal :

20/11/2009 19:39:54,946 27897 INF [0Ox4004AAEQ] Received Message
NDMP_CONFIG GET TAPE INFO

20/11/2009 19:40:23,626 27897 INF

20/11/2009 19:40:23,626 27897 INF Found [3] devices...
20/11/2009 19:40:23,630 27897 INF

20/11/2009 19:40:23,630 27897 INF Found tape drive [9210803477]
20/11/2009 19:40:23,657 27897 INF

20/11/2009 19:40:23,657 27897 INF Found tape drive [9210801539]
20/11/2009 19:40:23,676 27897 INF [0x4004AAEO] Sending
NDMP_CONFIG GET TAPE INFO

Le gestionnaire de sauvegarde ne parcourt pas les volumes
des systeme de fichiers

Valide sur les plates-formes Linux.

Symptome :

Ce probleme se produit dans les conditions suivantes :

Lorsque vous parcourez les noeuds de I'utilitaire de transfert de données
sous l'onglet Source du gestionnaire de sauvegarde, les volumes des
systémes de fichiers ne s'affichent pas.

Un ou plusieurs des messages suivants s'affichent dans le fichier de
journal de I'agent commun :

12/01 08:58:26(47410) - (_ AGBRSpawnSubBrowser): child pid=47412

12/01 08:58:26(47410) - (stcpReceive)Failed in recv(5), torcv=8, length=8,
Connection reset by peer

12/01 08:58:26(47410) - (_ AGBRAppendSubBrowser) Failed in AGBROpenDir(),
ret=-1

12/01 08:58:26(47410) - ( AGBRSpawnSubBrowser): Failed in
_AGBRAppendSubBrowser(), ret=-1

Remarque : Le fichier journal de I'agent commun se trouve dans le
répertoire suivant :

/opt/CA/ABcmagt/logs/caagentd. log
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Solution :

Pour remédier a ce probléme, procédez comme suit :

1.

Ouv

rez le fichier journal de I'agent commun situé dans le répertoire

suivant sur le serveur de |'utilitaire de transfert de données :

/opt

/CA/ABcmagt/logs/caagentd. log

Recherchez la section de I'agent du systéme de fichiers.

Exemple :

[0]

#[LinuxAgent]

NAME LinuxAgent

VERSION 15.0

HOME /opt/CA/ABuagent

H#ENV CA ENV_DEBUG_LEVEL=4

ENV AB_0S_TYPE=SUSE IA64

ENV UAGENT HOME=/opt/CA/ABuagent

#ENV LD ASSUME KERNEL=2.4.18

ENV

LD LIBRARY PATH=/opt/CA/ABcmagt:$LD LIBRARY PATH:/lib:/opt/CA/ABuagent/1lib
ENV SHLIB PATH=/opt/CA/ABcmagt:$SHLIB PATH:/lib:/opt/CA/ABuagent/lib
ENV LIBPATH=/0opt/CA/ABcmagt: $LIBPATH: /lib:/opt/CA/ABuagent/lib
BROWSER  cabr

AGENT uagentd

MERGE umrgd

VERIFY umrgd

Recherchez le commutateur suivant :

LD A

SSUME_KERNEL

Si ce commutateur est activé, supprimez-le ou commentez-le a partir du

fichi

er.

Effectuez I'une des opérations suivantes :

Arrétez et redémarrez I'agent commun a I'aide des commandes
suivantes :

caagent stop
caagent start

Mettez a jour la configuration de I'agent commun en utilisant la
commande suivante :

caagent update
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Le gestionnaire de sauvegarde ne parcourt pas les noeuds
du serveur de I'utilitaire de transfert de données

Valide sur les plates-formes UNIX et Linux.

Symptome :

Le gestionnaire de sauvegarde ne parcourt pas les noeuds du serveur de
|'utilitaire de transfert de données. Ce probleme se présente dans les
conditions suivantes :

1.

Le message suivant s'affiche lorsque vous parcourez les noeuds de
|'utilitaire de transfert de données a partir de I'onglet Source du
gestionnaire de sauvegarde.

Impossible d'établir une connexion avec l'agent sur le noeud. Vérifiez que
1'agent est installé et exécuté sur l'ordinateur. Souhaitez-vous continuer ?

Pour vous assurer que le serveur de I'utilitaire de transfert de données
communique via I'agent commun, exécutez la commande suivante a partir
du serveur de I'utilitaire de transfert de données :

caagent status

Le message suivant s'affiche, ce qui confirme que I'agent commun est en
cours d'exécution :

Vérification du processus CA ARCserve Backup Universal Agent... Il est EN
COURS D'EXECUTION (pid=16272)

Vous exécutez la commande suivante sur le serveur de I'utilitaire de
transfert de données :

tail —f /opt/CA/ABcmagt/logs/caagentd.log

A partir de I'onglet Source du gestionnaire de sauvegarde, vous essayez
de parcourir le noeud du moteur de transfert de données.

Vous observez que le fichier caagentd.log ne se met pas a jour. L'agent
commun ne recoit pas de demandes de communication du serveur
principal.
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Solution :

Assurez-vous d'ajouter CA ARCserve Backup a la liste d'exceptions du pare-feu
sur le serveur de |'utilitaire de transfert de données cible. Cela permettra au
serveur principal CA ARCserve Backup de communiquer avec le serveur de
|'utilitaire de transfert de données lorsque vous aurez installé |'utilitaire de
transfert de données pour UNIX/Linux. Par défaut, CA ARCserve Backup
communique via le port 6051.

Remarque : Pour plus d'informations sur la maniére d'ajouter CA ARCserve
Backup a la liste d'exceptions du pare-feu, voir la documentation spécifique a
la plate-forme pour le serveur de |'utilitaire de transfert de données.

Le serveur de sauvegarde ne détecte pas les unités

Valide sous les systemes Windows Server 2003 et Windows Server
2008.

Symptome :

CA ARCserve Backup ne détecte pas de bibliotheques et/ou d'unités de
systémes de fichiers.

Solution :

Assurez-vous d'avoir effectué les taches suivantes.

m Installez le moteur de transfert de données pour UNIX/Linux sur
I'ordinateur UNIX ou Linux.

m  Enregistrez le moteur de transfert de données auprés du serveur principal
CA ARCserve Backup.

m  Partagez les bibliothéques.
m  Enregistrez les licences requises sur le serveur de CA ARCserve Backup.

m  Connectez-vous directement au serveur du moteur de transfert de
données et utilisez les divers outils et commandes spécifiques a la plate-
forme pour vérifier I'état des unités connectées.
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Les jobs échouent avec des erreurs de Dagent

Valide sur les plates-formes UNIX et Linux.
Symptome :

Les jobs de sauvegarde et de restauration échouent a peu prés cing minutes
aprés avoir démarré. Un des messages suivants s'affiche dans le journal
d'activité :

®m  Erreur au niveau de Dagent lors de I'écriture des données dans le média.
m  Erreur au niveau de Dagent lors du démarrage de la session.
®m  Erreur au niveau de Dagent lors de la lecture de I'en-téte de session.

m  Dagent n'a pas pu lire I'en-téte de session. Code d'erreur possible = [-5]
Solution :

Dans la plupart des cas, le matériel a partir duquel vous sauvegardez ou
restaurez les données provoque les erreurs. Par exemple, vous avez
redémarré ou reconfiguré une bibliothéque. Toutefois, le systeme
d'exploitation exécuté sur le serveur connecté a I'unité ne s'est pas actualisé.

Pour remédier a ce probléme, connectez-vous au serveur de |'utilitaire de
transfert de données et utilisez les commandes du systéme d'exploitation pour
vous assurer que l'unité fonctionne correctement.

Exemple :

mt —t tapename

Vous pouvez aussi reconfigurer I'unité en utilisant les commandes du systéme
d'exploitation.

Exemple :
insf -e

Remarque : La syntaxe ci-dessus s'applique aux systémes d'exploitation de
HP.
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Le processus d'enregistrement échoue en utilisant regtool

Valable sur les plates-formes HP-UX.

Symptome :

Les taches regtool (page 39) suivantes échouent sur les systéemes UNIX HP-UX

m  Enregistrer un serveur de moteur de transfert de données
m  Annuler I'enregistrement d'un serveur de moteur de transfert de données

m Interroger un serveur de moteur de transfert de données pour obtenir des
informations d'enregistrement

En conséquence, le systéme d'exploitation HP-UX génére un vidage principal.

Remarque : Un fichier de vidage principal est une image, ou un fichier
journal, qui se compose de messages d'échec d'applications qui peuvent étre
utilisés pour remédier a I'échec d'une application sous les systémes
d'exploitation UNIX et Linux.

Solution :

Si regtool ne détecte pas de bibliothéque partagée requise sur les systémes
d'exploitation HP-UX, le chargeur du systéme d'exploitation peut déclencher
un coredump.

Remarque : Un chargeur est un composant d'un systéme d'exploitation qui
permet au systéme d'exploitation de charger les applications dans la mémoire
(RAM) de l'ordinateur.

Pour remédier a ce probléme, procédez comme suit :

1. Sur les systéemes HP-UX, assurez-vous que le dossier suivant est
documenté dans la variable d'environnement SHLIB_PATH :

/opt/CA/ABcmagt
2. Effectuez I'une des opérations suivantes :

m Déconnectez-vous et reconnectez-vous au serveur de moteur de
transfert de données.

m Sans vous déconnecter, connectez-vous. Définir manuellement la
variable d'environnement SHLIB_PATH

Vous devriez pouvoir pour exécuter regtool correctement.
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Le processus d'enregistrement échoue lors de I'exécution
de regtool en utilisant la ligne de commande

Valide sur les plates-formes UNIX et Linux.
Symptome 1 :

L'utilitaire de transfert de données pour UNIX/Linux est installé sur le serveur
de l'utilitaire de transfert de données. Le message suivant s'affiche dans la
fenétre de ligne de commande lorsque vous essayez d'enregistrer le serveur
de I'utilitaire de transfert de données a I'aide de I'utilitaire regtool :

regtool : Erreur lors du chargement des bibliotheques partagées : libetpki2.so :
Impossible d'ouvrir le fichier d'objet partagé : Ce fichier ou ce répertoire
n'existe pas

Solution 1:

L'erreur ci-dessus se produit lorsque vous étes connecté au serveur de
|'utilitaire de transfert de données en utilisant la méme session de connexion
gue celle qui a été utilisée pour installer I'utilitaire de transfert de données
pour UNIX/Linux. L'utilisation de la méme session de connexion empéche de
mettre a jour diverses variables d'environnement (par exemple,
LD_LIBRARY_PATH) qui ont été modifiées lors de l'installation de I'utilitaire de
transfert de données pour UNIX/Linux.

Pour remédier a ce probléme, déconnectez-vous de la session en cours, puis
connectez-vous au serveur de |'utilitaire de transfert de données. Vous devriez
ensuite pouvoir enregistrer le serveur de I'utilitaire de transfert de données a
I'aide de ['utilitaire regtool.

Symptome 2 :

Lorsque vous exécutez regtool sur un systéme UNIX ou Linux en utilisant des
commandes de shell, regtool peut échouer et afficher des messages d'erreur
qui indiquent qu'il est impossible de trouver des bibliothéques partagées.

Solution 2 :

Pour remédier a ce probleme, procédez comme suit :
1. Exécutez la commande suivante :
. /etc/profile

2. Exécutez regtool.
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Le processus d'enregistrement échoue lors de I'exécution
de regtool a I'aide du terminal X Window

Valide sur les plates-formes UNIX et Linux.
Symptome :

L'utilitaire de transfert de données pour UNIX/Linux est installé sur le serveur
de l'utilitaire de transfert de données. Le message suivant s'affiche dans la
fenétre de ligne de commande lorsque vous essayez d'enregistrer le serveur
de I'utilitaire de transfert de données a I'aide de I'utilitaire regtool :

regtool : Erreur lors du chargement des bibliotheques partagées : libetpki2.so :
Impossible d'ouvrir le fichier d'objet partagé : Ce fichier ou ce répertoire
n'existe pas

Solution :

L'erreur ci-dessus se produit lorsque vous étes connecté au serveur de
|'utilitaire de transfert de données en utilisant la méme session de connexion
gue celle qui a été utilisée pour installer I'utilitaire de transfert de données
pour UNIX/Linux. L'utilisation de la méme session de connexion empéche de
mettre a jour diverses variables d'environnement (par exemple,
LD_LIBRARY_PATH) qui ont été modifiées lors de l'installation de I'utilitaire de
transfert de données pour UNIX/Linux.

Pour remédier a ce probléme, déconnectez-vous de la session en cours, puis
connectez-vous au serveur de |'utilitaire de transfert de données. Vous devriez
ensuite pouvoir enregistrer le serveur de I'utilitaire de transfert de données a
I'aide de ['utilitaire regtool.
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Si vous ne pouvez pas enregistrer le serveur de |'utilitaire de transfert de
données aprés vous étre déconnecté et vous étre reconnecté, le terminal X
Window peut ne pas étre configuré pour hériter des variables d'environnement
pendant la session de connexion en cours. Pour remédier a ce probléme,
activez la commande Exécuter comme option de shell de connexion comme
illustrée dans I'écran suivant :

Remarque : Le diagramme suivant illustre le terminal X Window sur un
systéme d'exploitation Redhat AS 4.

= Edition|du profil < Default x|

Genéral || Couleurs  Ariére-plan | Défilement  Compatibilite

Titre

Titre initial : | Terminal |

<

Quand les commandes du terminal définissent leurs propres tittes © | Replace initial title

Commande
Lancer la commande en tant que shell de connexion
Mettre a jour les enregistrements de connexion lorsqu'une commande est lancée

[ Exécuter une commande personnalisée au lieu de mon shell

Quand la commande se termine © | Exit the terminal <

‘ @A\de ‘ ‘ WFermer|

Facultativement, vous pouvez définir les variables d'environnement en
exécutant la commande suivante sur le serveur de I'utilitaire de transfert de
données :

. /etc/profile.CA
regtool register
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Chapitre 4 : Glossaire

bibliothéque de bandes partagée
Une bibliothéque partagée est une bibliothéque qui est partagée entre deux
serveurs CA ARCserve Backup ou plus (par exemple, un serveur principal, un
serveur membre, un serveur d'utilitaire de transfert de données et un serveur
de fichiers NAS).

disque localement accessible
Un disque localement accessible est un FSD qui communique localement avec
un serveur d'utilitaire de transfert de données.

serveur de l'utilitaire de transfert de données
Les serveurs de I'utilitaire de transfert de données de CA ARCserve Backup
facilitent le transfert des données vers des unités de stockage locales. Les
unités de stockage incluent des bibliothéques partagées et des systéeme de
fichiers. Les serveurs d'utilitaire de transfert de données sont pris en charge
par les systemes d'exploitation UNIX et Linux. CA ARCserve Backup geére les
serveurs d'utilitaire de données a partir d'un serveur principal, centralisé,
unique. Les serveurs d'utilitaire de données de CA ARCserve Backup
fonctionnent d'une maniere similaire aux serveurs membres.

serveur membre
Les serveurs membres fonctionnent comme des serveurs actifs d'un serveur
principal. Les serveurs membres traitent les jobs envoyés par le serveur
principal. En utilisant un serveur principal et des serveurs membres, vous
pouvez disposer d'un point unique de gestion de plusieurs serveurs CA
ARCserve Backup dans votre environnement. Vous pouvez ensuite utiliser la
console du gestionnaire du serveur principal pour gérer ses serveurs
membres.

serveur principal
Les serveurs principaux fonctionnent comme un serveur maitre qui s'auto-
controéle et contréle un ou plusieurs serveurs membres et serveurs d'utilitaire
de transfert de données. Les serveurs principaux permettent de gérer et
d'assurer le suivi d'une sauvegarde, d'une restauration et d'autres jobs
exécutés sur des serveurs principaux, des serveurs membres et des serveurs
d'utilitaire de transfert de données. En utilisant des serveurs principaux,
membres et d'utilitaire de données, vous pouvez disposer d'un point unique de
gestion pour plusieurs serveurs CA ARCserve Backup dans votre
environnement. Vous pouvez alors utiliser la console du gestionnaire pour
gérer le serveur principal.

systéme de fichiers
Un systéme de fichiers (FSD) est un dossier ou un répertoire sur un disque dur
qui est utilisé pour stocker et récupérer des données de sauvegarde.
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Utilitaire de transfert de données de Linux et UNIX
Un utilitaire de transfert de données UNIX et Linux est un composant CA
ARCserve Backup que vous installez sur des serveurs Unix et des serveurs
Linux. L'utilitaire de transfert de données UNIX Linux vous permet d'utiliser un
serveur de sauvegarde Windows pour sauvegarder des données qui résident
sur les serveurs UNIX et Linux dans les disques accessibles localement
(systémes de fichiers) et dans des bibliothéques de bandes partagées qui
résident sur un réseau SAN.
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