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Chapter 1: Import Connectors into CA
Process Automation

CA Server Automation connectors are stored in an XML file that you can import into CA
Process Automation manually.

To import CA Server Automation connectors into CA Process Automation manually:
1. Launch the CA Process Automation client.

2. Highlight the root folder in the CA Process Automation management client.

3. Right-click Import.

4. Browse to the file CA_Server_Automation.xml on the CA Server Automation server
in the following location:

C:\Program Files\CA\productname\bin\
5. Select the following options In the Import Object dialog:
m Set Imported Version As Current

m  Make Imported Custom Operators/Sensors Available

The connectors become current and available to users.
To import CA Server Automation connectors into CA Process Automation using the
ITPAMexport utility:
1. Click Start, CA, CA Server Automation Command Prompt.
Command Prompt window opens.
2. Run the following command:
C:\Program Files\CA\productname\bin\itpamexport
The command accepts the following arguments:
<ITPAM Server> <user> <password> CA Portal <protocol> <import file>
Example:

C:\Program Files\CA\productname\bin\itpamexport hostname.ca.com pamadmin
<password> 8080 http CA Server Automation.xml

In the CA Process Automation client, the latest connectors are located here:

/Custom Operators/CA Server Automation
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Chapter 2: Connector Syntax

Use the following syntax for the CA Server Automation connectors:

All fields expect an expression (variable) as a parameter value, unless otherwise
specified.

Enclose the examples provided in double quotation marks.

When providing parameter values in Request Forms, the double quotation marks
around parameters are not required. For more information, see the CA Process
Automation documentation.

Unless otherwise specified, the connect parameters for all components are:
CA Server Automation Manager URL

Specifies the URL located under the Administration, Configuration tabs in the
ul.

Example: "https://localhost:443/dpm"

Login User
Specifies the CA Server Automation user with corresponding permissions.
Example: "saadmin"

Login Password
Specifies the CA Server Automation password associated with the login user.
Example: "adminpassword"

Note: In a distributed environment, the first connector in each process should be
Query Service Controller.

Each subsequent controller should contain an expression (variable) that the Query
Service Controller connector populates with the correct URL.

The URL for the Query Service Controller connector is located at the bottom of the
specified location.

Example: https://localhost:443/aip (Do not include anything after aip)
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Chapter 3: Common Connectors

This chapter describes the Common connectors.

This section contains the following topics:

Add Machine to Service (see page 15)
Component Status SC (see page 16)
Create Service Group (see page 16)
Delete Job (see page 17)

Discover System (see page 18)

Get Job (see page 18)

Get Job List (see page 19)

Get Service List (see page 20)

Get Service Machine List (see page 20)
Get Version (see page 20)

Imaging Job Status (see page 21)
Publish Indication (see page 21)
Query Service Controller (see page 22)

Add Machine to Service

Adds new machines to the CA Server Automation service.
Component
resourcemgr

Service Machine Name(s)

Specifies the fully qualified name of the target server as displayed in CA Server
Automation.

Example: “dev-test.company.com”
Service Name
Specifies the target service name associated with the specified machine name.

Example: “Enterprise\\\\Data Center\\\\TargetSvc”
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Component Status SC

Component Status SC

Returns status information for a component.
Component
sc
SC Component ID
Specifies the short name ID of the component.
Example: "sda"
SC Host Name

Specifies the server where the component is installed.

Example: “localhost.anycompany.com”

Create Service Group

Creates a service or group in a CA Server Automation server.
Component

resourcemgr
New Service Name

Specifies a name for the new service to create in CA Server Automation. For a
nested service use ‘\\\\’ between levels.

Example: “Enterprise\\\\Data Center\\\\Production”
Service Machine List
Specifies the server name to include in the new service.
Example: “localhost.anycompany.com”
Service Lower Threshold

Specifies the lower utilization threshold for the service. This value must be less than
the upper threshold.

Example: “20”
Service Upper Threshold

Specifies the upper utilization threshold for the service. This value must be greater
than the lower threshold.

Example: “80”
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Delete Job

Delete Job

Service Lag
Specifies the lag limits for the service. This value must be 1 second or greater.
Default: “1”
Service Priority
Specifies the priority for the service. This value must be 1 or greater.
Default: “1”
Service ID

(Optional) Specifies a service ID for the service.

Deletes a machine job.

Component
sched

Job ID
Specifies the unique ID of the CA Server Automation job.
Example: “12039384”

Job Username
Specifies the CA Server Automation authorized user.
Example: "usernamel"

Job Username's Password
Specifies the password for the job user name.

Example: "passwOrd1"
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Discover System

Discover System

Discovers a system based on the name provided.
Component
AOM
System Name
Specifies the fully qualified name for the target system.
Example: “localhost.mycompany.com”
Discovery Correlation ID
Specifies a user-defined correlation ID to use to identify the discovery job.
Example: “PA-2010-05-03-12-00-00"
Server Automation Service Path

(Optional) Specifies the service path for the CA Server Automation service to add
the discovered system to.

Example: “Enterprise\\\\Data Center\\\\New Service”
CCA Service Path
(Optional) Specifies the CA Configuration Automation service path.

Example:
"https:\/\/localhost\/aip\/AOM\/root\/cimv2:CIM_Service.CreationClassName=\"Cl
M_Service\",Name=\"CCA_Servavc-cca.anycompany.com.8080\",SystemCreationCl
assName=\"CA_ComputerSystem\",SystemName=\"cca.anycompany.com\""

Get Job

Gets the status of a given system job.
Component
sch
Job ID
Specifies the unique ID of the CA Server Automation job. Use a UUID value.

Example: “00004-23233-232132-340323"
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Get Job List

Get Job List

Gets a job list for a given system.
Component

sch
Job Type

(Optional) Specifies a job type filter.
Job Name

(Optional) Specifies a job name filter.
Service ID

(Optional) Specifies a service ID filter.
Job Description

(Optional) Specifies a job description filter.

Job Username
(Optional) Specifies a user assignment filter.
Job Last Return Code

(Optional) Specifies a last return code for the jobs executed.

Job Last Run Date Lower
(Optional) Specifies a lower bound for the last run date.
Example: “01-01-2008"

Job Last Run Date Upper
(Optional) Specifies an upper bound for the last run date.
Example: “12-01-2010”

Job Next Run Date Lower
(Optional) Specifies a lower bound for the next run date.
Example: “01-01-2008”

Job Next Run Date Upper
(Optional) Specifies an upper bound for the next run date.

Example: “12-01-2010”
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Get Service List

Get Service List

Gets a listing of the available components for a service.
Component
resourcemgr
Service Name
Specifies the root level to obtain the services from.
Default: “Data Center”
Example: “\\\\Enterprise\\\\Data Center”

Recursive

(Optional) Identifies whether to activate a recursive search for other services.

Example: “1”

Get Service Machine List

Gets a server list for a specified service name.
Component
resourcemgr
Service Name
Specifies the name of the service.
Example: “Enterprise\\\\Production” when targeting a root service.
For a nested service use \\\\ between levels.

Example: “Enterprise\\\\Data Center\\\\Accounting”

Get Version

Gets the version number of the imaging option.
Component

img

No parameters are required.
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Imaging Job Status

Imading Job Status

Returns the status of jobs for AmazonEC2, JumpStart, LPAR, HyperV, Zones, Software
Delivery, and VMware.

Component
img
Type of Imaging Job
Specifies the job type for a status request. Available values include:
m  AmazonEC2
m  JumpStart
= |IBMLPAR
m  MSHyperV
m  SolarisZones
m  SoftwareDelivery
m VMware
Image Job ID
Specifies the job ID provided by the CA Process Automation connectors.

Example: "ef044f5b-7fdf-11a0-abcd-1150568605fc”

Publish Indication

Provides the different event indication of a process.
Component

AOM
Indication Description

Describes the event taking place.
Indication Type

Indicates the type of event taking place.
Indication Message ID

Specifies the ID for the message.
Indication Message Arguments 1-4

(Optional) Specifies any message arguments.
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Query Service Controller

Indication Severity
(Optional) Indicates the severity of the message.
Example: “Information”
Indication Provider Name
(Optional) Specifies the generator of the message.
Example: “IT PAM”
Indication Source Description
(Optional) Specifies a description for the generated indication.
Indication Error Code
(Optional) Specifies the error code associated with the generated indication.

Example: “Informational”

Query Service Controller

Queries the status of a service.
Component

SC

No parameters other than the connection parameters are required.
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Chapter 4: Configuration Management
Connectors

This chapter describes the Configuration Management connectors.

This section contains the following topics:

Create Config Mgmt Snapshot (see page 23)
Get All Components (see page 24)

Get All Config Mgmt Snapshots (see page 24)
Get Current Activity (see page 25)

Perform Change Detection (see page 25)
Perform Compare Systems (see page 26)

Run Discovery Profile (see page 27)

Create Config Mgmt Snapshot

Creates a machine snapshot in the CA Configuration Automation system.
Component

ccm
Snapshot Name

Specifies a name to identify the snapshot.

Example: “firstsnapshotname”
Target System Name

Specifies the fully qualified name of the target system.

Example: “localhost.anycompany.com”
Is Gold Standard?

(Optional) Indicates whether to set a gold standard for the snapshot.
Is Base Line?

(Optional) Indicates whether to set a base line for the snapshot.
Is Silver Standard?

(Optional) Indicates whether to set a silver standard for the snapshot.
Is Bronze Standard?

(Optional) Indicates whether to set a bronze standard for the snapshot.
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Get All Components

Get All Components

Gets all available components for a specific system.
Component

ccm
Target Machine

Specifies the fully qualified name of the server.

Example: “localhost.anycompany.com”

Get All Config Mgmt Snapshots

Gets all available CA Configuration Automation snapshots for a specific machine.
Component
ccm
Target System Name
Specifies the fully qualified name of the target system.
Example: “localhost.anycompany.com”
Target Snapshot Type
Specifies the snapshot type to retrieve. Available values are:
1 - Gold Standard
2 —Base Line
3 —Silver Standard
4 — Bronze Standard
5 —Current Data
6 — Most Recent Snapshot

Example: “2”
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Get Current Activity

Get Current Activity

Gets the current activity of a specific system.
Component
ccm
Host Name
Specifies the fully qualified name of the target system.

Example: “localhost.anycompany.com”

Perform Change Detection

Performs a change detection of a specific system. After you choose the parameters, the
system prompts for the CA Server Automation URL, user name, and password. Always
surround the URL with quotation marks ("); user name and password only if they
contain special characters like # or &.

Component
ccm
Operation Type
Specifies the type of change detection to conduct. Available options are:
0 — Most Recent Snapshot to Current
2 —Baseline to Current
3 — Gold Standard to Current
4 —Silver Standard to Current
5 — Bronze Standard to Current
Example: "2"
Difference Type
Specifies the type of differences to detect. Available options are:
0 — All Differences
1 — Component Inventory Only
Default: "0"
System Name
Specifies the fully qualified name for the target system.

Example: “localhost.mycompany.com”
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Perform Compare Systems

Perform Compare Systems

Performs a system compare between a specific system and a stored snapshot.
Note: Depending on the comparison to perform, one or more of the parameters
become optional.
Component

ccm
Source System Name

Specifies the fully qualified name for the system to serve as base reference for
comparison.

Example: “localhostBase.anycompany.com”
Type of Difference
Specifies the type of differences to detect. Available options are:
0 — All differences
1 - Component only
Example: "0"
Target System Name
Specifies the fully qualified name of the target system.
Example: “localhost.anycompany.com”
Snapshot ID
Specifies the ID for the snapshot belonging to the source system.
Example: “5b6160ec-717a-4a90-b53c-ce97bf9bd83f”
Snapshot Type
Specifies the type of snapshot. Available options are:
0 — Compare source against the system gold snapshot.
1 — Compare source against the system baseline.
2 — Compare source against the system silver snapshot.
3 — Compare source against the system bronze snapshot.
Default: "1"
Target Snapshot ID

Specifies the snapshot ID that belongs to the target server.
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Run Discovery Profile

Run Discovery Profile

Runs the discovery profile for a given system.
Component
ccm
System Name
Specifies the fully qualified name for the target system.
Example: “localhost.mycompany.com”
Synchronized Call
Indicates whether the call waits for discovery or only gets a job ID.

Example: “No”

Chapter 5: CA Process Automation FlexPod
Use Cases

This section describes the CA Process Automation FlexPod use cases.

O-NR-1 Attach VLAN to a Storage Controller

The use case is used to create a VLAN in a Cisco switch to attach later to a storage
controller.

Start Request Name: O-NR-1 Attach VLAN to Stor Star

CA Server Automation Connectors Called
m  Query Service Controller

®  NMA Run Script

m  Storage Create VLAN

Chapter 5: CA Process Automation FlexPod Use Cases 27



0-NR-2 Attach VLAN to the UCS Environment

Connect Parameters
T_SVC_URL__

T_SVC_USER__
T_SVC_PASSWORD__
T_NMA_SCRIPT__
T_NMA_DEVICE__
T_NMA_VLAN__
T_NMA_VLAN_NAME__
T_HOSTNAME__
T_INTERFACE__
T_SVC_STORAGE_SERVER__
T_SVC_STORAGE_USER__
T_SVC_STORAGE_PASSWORD__
T_SVC_STORAGE_PROTOCOL__
T_SVC_STORAGE_PORT__

T_SVC_STORAGE_TIMEOUT _

O-NR-2 Attach VLAN to the UCS Environment

The use case is used to create a VLAN in a Cisco switch to attach later to a UCS system.
Start Request Name: O-NR-2 Attach VLAN to UCS Start

CA Server Automation Connectors Called
m  Query Service Controller

®  NMA Run Script

m  UCS VLAN Operation
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0-NR-5 Attach VLAN to the ESX Environment

Connect Parameters
T_SVC_URL__
T_SVC_USER__
T_SVC_PASSWORD__
T_NMA_SCRIPT__
T_NMA_SCRIPT2__
T_NMA_DEVICE__
T_NMA_VLAN__

T_NMA_VLAN_NAME__

0O-NR-5 Attach VLAN to the ESX Environment

The use-case creates a VLAN in a Cisco switch that is attached later to an ESX
environment.

Start Request Name: O-NR-5 Attach VLAN to ESX Start

CA Server Automation Connectors Called
m  Query Service Controller

m  NMA Run Script (2)
Connect Parameters
NMA VLAN ID

NMA VLAN Name
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0-RM-1 Provide Fiber Channel Storage to a Service Profile

O-RM-1 Provide Fiber Channel Storade to a Service Profile

The use case creates an FCP zone in the Cisco 5000 switch and is based on the WWWPN
from a UCS service profile. The information is used to provision an FC storage
component and attach it later to the UCS service profile.

Start Request Name: O-RM-1 Prov FC Stor to Svc Start

CA Server Automation Connectors Called
m  Query Service Controller

®  NMA Run Script

m  UCS Service Profile Details

m  Storage Provision FCP

m  Publish Indication
Connect Parameters

T SVC_URL__
T_SVC_USER__
T_SVC_PASSWORD__
T_NMA_SCRIPT__
T_NMA_DEVICE__
T_NMA_ZONE__
T_NMA_VSAN_ID__
T_NMA_UCS_PROFILE__
T_NMA_NETAPP_ALIAS1
T_NMA_NETAPP_ALIAS2
T_STOR_DATASET__
T_STOR_SIZE__
T_STOR_PROVISION_ID__
T_STOR_RES_POOL__

T_STOR_HOST_TYPE__
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0-RM-2 Deploy Fiber Channel FlexClone LUN to Service Profile

0-RM-2 Deploy Fiber Channel FlexClone LUN to Service Profile

The use-case creates an FCP zone in the Cisco 5000 switch and is based on the WWWPN
from a UCS service profile. This information is used to clone a LUN to the UCS service
profile.

Start Request Name: O-RM-2 Deploy FC Boot LUN Start

CA Server Automation Connectors Called
m  Query Service Controller

®  NMA Run Script

m  UCS Service Profile Details

m  Storage Clone LUN
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0-RM-2 Deploy Fiber Channel FlexClone LUN to Service Profile

Connect Parameters
T_SVC_URL__
T_SVC_USER__
T_SVC_PASSWORD__
T_NMA_SCRIPT__
T_NMA_DEVICE__
T_NMA_ZONE__
T_NMA_VSAN_ID__
T_NMA_UCS_PROFILE__
T_NMA_NETAPP_ALIAS1
T_NMA_NETAPP_ALIAS2__
T_STOR_LUN_PATH__
T_SVC_STORAGE_SERVER__
T_SVC_STORAGE_PROT__
T_SVC_STORAGE_TIMEOUT _
T_SVC_STORAGE_TYPE__
T_SVC_UCS_MGR__
T_SVC_UCS_PROF_DN__

T_SVC_UCS_VIRTUAL__
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0-RM-4 Deploy Fiber Channal Boot Platform with FlexClone

0-RM-4 Deploy Fiber Channal Boot Platform with FlexClone

The use-case creates an FCP zone in the Cisco 5000 switch and is based on the WWWPN
from a UCS service profile. This information is used to clone a LUN and attach it to the
UCS service profile.

Start Request Name: O-RM-4 Deploy FC Boot LUN Start

CA Server Automation Connectors Called
m  Query Service Controller

®  NMA Run Script

m  UCS Service Profile Details

m  Storage Clone LUN

m  UCS Boot Policy Ex

Connect Parameters

T SVC_URL__
T_SVC_USER__
T_SVC_PASSWORD__
T_NMA_SCRIPT__
T_NMA_DEVICE__
T_NMA_ZONE__
T_NMA_VSAN_ID__
T_NMA_UCS_PROFILE__
T_NMA_NETAPP_ALIAS1__
T_NMA_NETAPP_ALIAS2__

T_STOR_LUN_PATH__
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Chapter 6: HelpDesk Connectors

This chapter describes the HelpDesk connectors.

This section contains the following topics:

Create Ticket (see page 35)

Create Ticket

Generates a new help desk ticket.
Component
hd
HelpDesk Ticket Type of Request
Specifies the request type.
Example: "issue" or "problem"
HelpDesk Ticket Description
Specifies the message to appear in the service desk description field.
Example: "Description from CA Process Automation"
HelpDesk Ticket Summary
Specifies a detailed message for the service desk summary field.
Example: “Details from CA Process Automation”
HelpDesk Ticket Affected User
Specifies the user affected by the help desk issue.
Default: “itpam”
Example: “user_lastname, user_firstname”
HelpDesk Ticket Template
(Optional) Specifies the template name from service desk to use.
Entity
(Optional) Can be left blank.
HelpDesk Ticket Security Token
(Optional) Can be left blank.
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Chapter 7: Amazon€EC2 Connectors

This chapter describes the Platform Support Amazon EC2 connectors.

This section contains the following topics:

AMI Perform Operation (see page 37)
AMI Run Instance (see page 38)

AMI Terminate Instance (see page 39)
Provision AMI Image (see page 39)

AMI Perform Operation

Performs the specified Amazon EC2 AMI operation.
Component
img
Image ID
Specifies the AMI image instance identifier.
Example: "i-a9b9c9d0"
Account ID
Specifies the Amazon user account.
Example: "536914298476"
Region
Specifies a pre-determined target AMI region.
Example: "us-east-1"
Operation
Specifies which of the following operations to perform:
m start_instance
m stop_instance
m reboot_instance
m query_password

m create_image
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AMI Run Instance

Image Name
(Optional) Specifies a name for an image for the create_image operation.
Example: "usr001"

Image Description

(Optional) Specifies a description for an image for the create_image operation.

No Reboot

(Optional) Does not shut down the instance before image creation. If this
parameter is not set, Amazon EC2 shuts down the instance before image creation
and reboots the instance after the image creation is finished. Shutting down the
instance before image creation can avoid potential problems in the created image.

AMI Run Instance

Performs an AMI instance start.

Component
ec2

Image ID
Specifies the AMI image instance identifier.
Example: "i-a9b9c9d0"

Account ID
Specifies the Amazon user account.
Example: "536914298476"

Region
Specifies a pre-determined target AMI region.

Example: "us-east-1"

38 CA Process Automation Connector Reference Guide



AMI Terminate Instance

AMI Terminate Instance

Performs a termination of an AMI instance.
Component
ec2
Image ID
Specifies the AMI image instance identifier.
Example: "i-a9b9c9d0"
Account ID
Specifies the Amazon user account.
Example: "536914298476"
Region
Specifies a pre-determined target AMI region.

Example: "us-east-1"

Provision AMI Imade

Creates an Amazon EC2 AMI image.
Component
img
Image ID
Specifies the AMI image instance identifier.
Example: "i-a9b9c9d0"
Instance Type
Specifies the instance type assigned to the image ID.
Example: “cl.medium” (Reserved Instance Tab)
Minimum Count
Optional parameter.
Maximum Count
Optional parameter.
Group Set

Specifies the Amazon AMI default group set to define this image ID.
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Provision AMI Image

Key Pair Name
Specifies the security name for the device that allows access to the web server.
Example: “SAtest-pair”, “test”
Availability Zone
Specifies the zone name where provisioning occurs.
Example: “us-east-1b”
OS Type
Specifies the type of operating system to provision.
User Data
Optional parameter.
Account ID
Specifies the Amazon user account.
Example: "536914298476"
Region
Specifies a pre-determined target AMI region.

Example: "us-east-1"
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Chapter 8: LPAR Connectors

This chapter describes the Platform Support LPAR connectors.

This section contains the following topics:

LPAR Add LPAR CPU (see page 41)

LPAR Add LPAR Memory (see page 42)
LPAR Attach iSCSI Target (see page 44)
LPAR Create Logical Partition (see page 45)
LPAR Create Logical Part-IVM (see page 47)
LPAR Create Logical Volume (see page 50)
LPAR Delete iSCSI Target (see page 51)
LPAR Delete Logical Volume (see page 52)
LPAR Delete LPAR (see page 53)

LPAR List LPAR Profiles (see page 54)

LPAR Remove LPAR CPU (see page 54)
LPAR Remove LPAR Memory (see page 55)
LPAR Restart LPAR (see page 56)

LPAR Shutdown LPAR (see page 57)

LPAR Start LPAR (see page 58)

LPAR Add LPAR CPU

Adds CPU units to an LPAR partition.

Component
Ipar

HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"

Managed System Name
Specifies the IBM LPAR management system name.
Example: "Ipar.any.com"

LPAR Partition Name
Specifies the name of the LPAR partition.

Example: "lpar_a"
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LPAR Add LPAR Memory

LPAR Virtual CPU
Specifies the number of CPUs for the LPAR.
Example: "1"
LPAR CPU Adjustment
Specifies the adjustment value for the CPU processor assigned to the LPAR.
Example: "0.2"
LPAR CPU Adjustment Type
Specifies the type of adjustment for the LPAR CPU. Available values are:
m dynamic
n all
LPAR Profile
(Optional) Specifies the profile to use for the LPAR partition.

Example: "Default"

LPAR Add LPAR Memory

Adds memory to an LPAR partition.
Component
Ipar
HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"
Managed System Name
Specifies the IBM LPAR management system name.
Example: "Ipar.any.com"
LPAR Partition Name
Specifies the name of the LPAR partition.
Example: "lpar_a"
LPAR Memory Adjustment
Specifies the adjustment value for the memory assigned to the LPAR in megabytes.

Example: "128"

42 CA Process Automation Connector Reference Guide



LPAR Add LPAR Memaory

LPAR Memory Adjustment Type
Specifies the type of adjustment for the LPAR memory. Available values are:
m  dynamic
m all
LPAR Profile
(Optional) Specifies the profile to use for the LPAR partition.

Example: "Default"

Chapter 8: LPAR Connectors 43



LPAR Attach iSCSI Target

LPAR Attach iSCSI Tardget

Attaches an iSCSI target to an LPAR partition.
Component
Ipar
HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"
Managed System Name
Specifies the IBM LPAR management system name.
Example: "lpar.any.com"
VIO Server Name
Specifies the IBM Virtual I/O Server name.
Example: "lpar_vio"
LPAR iSCSI Local Initiator ID
Specifies the ID of the LPAR iSCSI local initiator.
LPAR iSCSI Target Initiator ID
Specifies the ID of the LPAR iSCSI target initiator.
LPAR iSCSI Target Hosthame
Specifies the LPAR iSCSI target hostname.
LPAR iSCSI Target Port Number
Specifies the LPAR iSCSI target port number.
LUN ID
Specifies the ID of the LUN.
Manage Targets File
Specifies the manage targets file.
LPAR iSCSI Target Password Type

(Optional) Specifies the LPAR iSCSI target password type.

44 CA Process Automation Connector Reference Guide



LPAR Create Logical Partition

LPAR Create Logical Partition

Creates an empty LPAR partition with no OS installed.
Component
img
HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"
Managed System Name
Specifies the IBM LPAR management system name.
Example: "lpar.any.com"
LPAR Partition Name
Specifies the name of the LPAR partition.
Example: "lpar_a"
LPAR Profile
Specifies the profile to use for the LPAR partition.
Example: "Default"
LPAR Virtual Slots
Specifies the maximum number of virtual slots to use for the LPAR provisioning.
Default: "10"
LPAR Min CPU Requested
Specifies the minimum number of CPUs for this LPAR provisioning.
Example: "1"
LPAR Max CPU Requested
Specifies the maximum number of CPUs for this LPAR provisioning.
Example: "1"
LPAR Num of CPU Desired
Specifies the ideal number of CPUs for this LPAR provisioning.
Example: "1"
LPAR CPU Shared Mode
Indicates whether to provision the CPU for the LPAR in shared mode.

Default: "true"
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LPAR Create Logical Partition

LPAR Min CPU Unit Requested
Specifies the minimum CPU unit slice for the LPAR provisioning.
Example: "0.2"

LPAR Max CPU Unit Requested
Specifies the maximum CPU unit slice for the LPAR provisioning.
Example: "0.2"

LPAR Desired Min CPU Unit
Specifies the ideal CPU unit slice for the LPAR provisioning.
Example: "0.2"

LPAR CPU Capped
Indicates whether the CPU for the provisioned LPAR is capped.
Default: "true"

LPAR CPU Uncapped Weight

Specifies the uncapped weight for the provisioned LPAR when LPAR CPU Capped is
set to false.

Example: "128"

LPAR Minimum Memory
Specifies the minimum memory for the provisioned LPAR.
Example: "512"

LPAR Maximum Memory
Specifies the maximum memory for the provisioned LPAR.
Example: "1024"

LPAR Memory Desired
Specifies the ideal memory for the provisioned LPAR.
Example: "512"

LPAR Virtual Ethernet IEEE
Indicates whether the LPAR is virtual ethernet IEEE compliant.
Example: "false"

LPAR Virtual SCSI Remote LPAR

Specifies the remote LPAR associated with the virtual SCSI adapter for the
provisioned LPAR.

Example: "Ipar_hostname"
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LPAR Create Logical Part-IVM

LPAR Virtual SCSI Adapter Is Client
Indicates whether the virtual SCSI adapter is a client for the provisioned LPAR.
Default: "true"

LPAR Virtual SCSI Adapter Is Required
Indicates whether the virtual SCSI adapter is required for the provisioned LPAR.

Default: "false"

LPAR Create Logical Part-IVM

Creates an empty LPAR partition with no OS installed.
Component
img
HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"
Managed System Name
Specifies the IBM LPAR management system name.
Example: "Ipar.any.com"
LPAR Partition Name
Specifies the name of the LPAR partition.
Example: "lpar_a"
LPAR Virtual Slots
Specifies the maximum number of virtual slots to use for the LPAR provisioning.
Default: "10"
LPAR Min CPU Requested
Specifies the minimum number of CPUs for this LPAR provisioning.
Example: "1"
LPAR Max CPU Requested
Specifies the maximum number of CPUs for this LPAR provisioning.

Example: "1"
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LPAR Create Logical Part-IVM

LPAR Num of CPU Desired
Specifies the ideal number of CPUs for this LPAR provisioning.
Example: "1"

LPAR CPU Shared Mode
Indicates whether to provision the CPU for the LPAR in shared mode.
Default: "true"

LPAR Min CPU Unit Requested
Specifies the minimum CPU unit slice for the LPAR provisioning.
Example: "0.2"

LPAR Max CPU Unit Requested
Specifies the maximum CPU unit slice for the LPAR provisioning.
Example: "0.2"

LPAR Desired Min CPU Unit
Specifies the ideal CPU unit slice for the LPAR provisioning.
Example: "0.2"

LPAR CPU Capped
Indicates whether the CPU for the provisioned LPAR is capped.
Default: "true"

LPAR CPU Uncapped Weight

Specifies the uncapped weight for the provisioned LPAR when LPAR CPU Capped is
set to false.

Example: "128"

LPAR Minimum Memory
Specifies the minimum memory for the provisioned LPAR.
Example: "512"

LPAR Maximum Memory
Specifies the maximum memory for the provisioned LPAR.
Example: "1024"

LPAR Memory Desired
Specifies the ideal memory for the provisioned LPAR.

Example: "512"
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LPAR Create Logical Part-IVM

LPAR Virtual Ethernet IEEE
Indicates whether the LPAR is virtual ethernet IEEE compliant.
Example: "false"

LPAR Virtual SCSI Remote LPAR

Specifies the remote LPAR associated with the virtual SCSI adapter for the
provisioned LPAR.

Example: "Ipar_hostname"
LPAR Virtual SCSI Adapter Is Client
Indicates whether the virtual SCSI adapter is a client for the provisioned LPAR.
Default: "true"
LPAR Virtual SCSI Adapter Is Required
Indicates whether the virtual SCSI adapter is required for the provisioned LPAR.

Default: "false"
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LPAR Create Logical Volume

LPAR Create Logical Volume

Creates a logical volume for an LPAR partition.
Component
Ipar
HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"
Managed System Name
Specifies the IBM LPAR management system name.
Example: "lpar.any.com"
VIO Server Name
Specifies the IBM Virtual I/O Server name.
Example: "lpar_vio"
LPAR Volume Group List
Specifies the LPAR volume group list.
LPAR Logical Volume Name
Specifies the name of the LPAR logical volume.
LPAR Logical Volume Size

Specifies the size of the LPAR logical volume.
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LPAR Delete iSCSI Target

LPAR Delete iSCSI Tardget

Deletes an iSCSI target for an LPAR partition.
Component
Ipar
HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"
Managed System Name
Specifies the IBM LPAR management system name.
Example: "lpar.any.com"
VIO Server Name
Specifies the IBM Virtual I/O Server name.
Example: "lpar_vio"
LPAR Physical Volume Name
Specifies the name of the LPAR physical volume.
Manage Targets File
Specifies the manage targets file.
LPAR iSCSI Target Password Type

(Optional) Specifies the LPAR iSCSI target password type.
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LPAR Delete Logical Volume

LPAR Delete Logical Volume

Deletes a logical volume for an LPAR partition.
Component
Ipar
HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"
Managed System Name
Specifies the IBM LPAR management system name.
Example: "lpar.any.com"
VIO Server Name
Specifies the IBM Virtual I/O Server name.
Example: "lpar_vio"
LPAR Logical Volume Name

Specifies the name of the LPAR logical volume.
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LPAR Delete LPAR

LPAR Delete LPAR

Deletes an LPAR partition.
Component
Ipar
HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"
Managed System Name
Specifies the IBM LPAR management system name.
Example: "lpar.any.com"
LPAR Partition Name
Specifies the name of the LPAR partition.
Example: "lpar_a"
LPAR Delete All Logical Volumes

Indicates whether to delete all logical volumes for the LPAR. Available values are
"Yes" or "No".

LPAR Profile
(Optional) Specifies the profile to use for the LPAR partition.

Example: "Default"
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LPAR List LPAR Profiles

LPAR List LPAR Profiles

Returns a list of available LPAR profiles.

Component
Ipar

HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"

Managed System Name
Specifies the IBM LPAR management system name.
Example: "lpar.any.com"

LPAR Partition Name
Specifies the name of the LPAR partition.

Example: "lpar_a"

LPAR Remove LPAR CPU

Removes CPU units from an LPAR partition.
Component
Ipar
HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"
Managed System Name
Specifies the IBM LPAR management system name.
Example: "lpar.any.com"
LPAR Partition Name
Specifies the name of the LPAR partition.
Example: "lpar_a"
LPAR Virtual CPU
Specifies the number of CPUs for the LPAR.

Example: "1"
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LPAR Remove LPAR Memory

LPAR CPU Adjustment
Specifies the adjustment value for the CPU processor assigned to the LPAR.
Example: "0.2"
LPAR CPU Adjustment Type
Specifies the type of adjustment for the LPAR CPU. Available values are:
m dynamic
m all
LPAR Profile
(Optional) Specifies the profile to use for the LPAR partition.

Example: "Default"

LPAR Remove LPAR Memory

Removes memory from an LPAR partition.
Component
Ipar
HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"
Managed System Name
Specifies the IBM LPAR management system name.
Example: "lpar.any.com"
LPAR Partition Name
Specifies the name of the LPAR partition.
Example: "lpar_a"
LPAR Memory Adjustment
Specifies the adjustment value for the memory assigned to the LPAR in megabytes.

Example: "128"
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LPAR Restart LPAR

LPAR Memory Adjustment Type
Specifies the type of adjustment for the LPAR memory. Available values are:
m  dynamic
m all
LPAR Profile
(Optional) Specifies the profile to use for the LPAR partition.

Example: "Default"

LPAR Restart LPAR

Restarts an LPAR partition.
Component
Ipar
HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"
Managed System Name
Specifies the IBM LPAR management system name.
Example: "lpar.any.com"
LPAR Partition Name
Specifies the name of the LPAR partition.
Example: "lpar_a"
LPAR Restart Type
Specifies the type of restart to perform. Available values are:
1 -immediate
2 — os_shutdown
3 —os_shutdown_immediate
Example: "1"
LPAR Profile
(Optional) Specifies the profile to use for the LPAR partition.

Example: "Default"

56 CA Process Automation Connector Reference Guide



LPAR Shutdown LPAR

LPAR Shutdown LPAR

Shuts down an LPAR partition.
Component
Ipar
HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"
Managed System Name
Specifies the IBM LPAR management system name.
Example: "lpar.any.com"
LPAR Partition Name
Specifies the name of the LPAR partition.
Example: "lpar_a"
LPAR Shutdown Type
Specifies the type of shutdown to perform. Available values are:
1 - delayed
2 —immediate
3 —os_shutdown
4 — os_shutdown_immediate
Example: "1"
LPAR Profile
(Optional) Specifies the profile to use for the LPAR partition.

Example: "Default"
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LPAR Start LPAR

LPAR Start LPAR

Starts an LPAR partition.
Component
Ipar
HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"
Managed System Name
Specifies the IBM LPAR management system name.
Example: "lpar.any.com"
LPAR Partition Name
Specifies the name of the LPAR partition.
Example: "lpar_a"
LPAR Activation Override Key

Specifies the type of manual activation overrides available for the LPAR. Available
values are:

1 — normal — After power-on, the system operates in normal (unattended) mode

2 — manual — After power-on, the system operates in manual (attended) mode
using the control panel to direct the system

3 — donotoverride — Use the current partition settings
Example: "1"
LPAR Activation Boot Mode
Specifies the type of boot the LPAR performs. Available options are:
1-normal
1 - open_firmware
Example: "1"
LPAR Profile
(Optional) Specifies the profile to use for the LPAR partition.

Example: "Default"
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Chapter 9: LPAR NIM Imaging Connectors

This chapter describes the LPAR NIM Imaging connectors.

This section contains the following topics:

LPAR List NIM Images (see page 59)

LPAR NIM Provision Ind Res (see page 60)
LPAR NIM Provision Ind Res-IVM (see page 64)
LPAR NIM Provision Res Grp (see page 68)
LPAR NIM Provision Res Grp-IVM (see page 72)

LPAR List NIM Images

Returns a list of available NIM images.
Component

img
NIM Master

Specifies the name of the NIM master host where the list of available NIM images is
obtained.

Example: "hostnamea"
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LPAR NIM Provision Ind Res

LPAR NIM Provision Ind Res

Provisions an LPAR partition and installs an operating system based on a NIM image.
The selection is made from the individual resource.

Component
img

HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"

Managed System Name
Specifies the IBM LPAR management system name.
Example: "lpar.any.com"

LPAR Partition Name
Specifies the name of the LPAR partition.
Example: "lpar_a"

LPAR Profile
Specifies the profile to use for the LPAR partition.
Example: "Default"

LPAR Virtual Slots
Specifies the maximum number of virtual slots to use for the LPAR provisioning.
Default: "10"

Provision LPAR

Indicates whether to provision an empty LPAR before installing the operating
system. Select "false" if the LPAR exists and to install the operating system to it.

NIM Master

Specifies the name of the NIM master host where the list of available NIM images is
obtained.

Example: "hostnamea"
NIM Machine Resource Name

Specifies the name of the NIM server used to install the operating system image to
the provisioned LPAR.

Example: "machine_to_copy_from"
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LPAR NIM Provision Ind Res

NIM Installation Type
Specifies the type of NIM installation to perform with the following options:
m rte-run-time environment
m  mksysb - template based
Target Username
Specifies the user name for the target machine for operating system installation.
Example: "root"
Target Password
Specifies the password for the target user name.
Example: "password"
Mksysb Image
(Optional) Specifies the name of the image when the installation type is mksysb.
Example: "mksysb_image"
SPOT Resource
Specifies the image Shared Product Object Tree (SPOT) resource.
Example: "7100spot"
License Program Products

(Optional) Specifies licensed program products to deploy with the image when the
installation type is rte.

Base Operating System

(Optional) Specifies the base operating system required when the installation type
is rte.

Image DNS Resolve Config

(Optional) Specifies the DNS resolve configuration file to use with the image when
the installation type is rte.

Example: "sample_dns.conf"

Image Data
(Optional) Specifies image data to use when the installation type is rte.
Example: "image_data"

First Boot Script

(Optional) Specifies the script to execute during the first boot when the installation
type is rte.

Example: "first_boot.sh"
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LPAR NIM Provision Ind Res

Post Installation Script 1-3

(Optional) Specifies post-installation scripts to execute with the image when the
installation type is rte.

Example: "post_install.sh"
Scalability Server

(Optional) Specifies the scalability server to use to deploy the software delivery
agent.

Example: "itcm_server"

Server Automation Template
(Optional) Specifies the server automation template to deploy to the LPAR.
Example: "software_package_template"

Agents Auto Deploy

(Optional) Indicates whether to deploy CA Configuration Automation, Performance,
and Asset Management agents to the LPAR.

Example: "false"

LPAR Virtual Slots
Specifies the maximum number of virtual slots to use for the LPAR provisioning.
Default: "10"

LPAR Min CPU Requested
Specifies the minimum number of CPUs for this LPAR provisioning.
Example: "1"

LPAR Max CPU Requested
Specifies the maximum number of CPUs for this LPAR provisioning.
Example: "1"

LPAR Num of CPU Desired
Specifies the ideal number of CPUs for this LPAR provisioning.
Example: "1"

LPAR CPU Shared Mode
Indicates whether to provision the CPU for the LPAR in shared mode.
Default: "true"

LPAR Min CPU Unit Requested
Specifies the minimum CPU unit slice for the LPAR provisioning.

Example: "0.2"
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LPAR NIM Provision Ind Res

LPAR Max CPU Unit Requested
Specifies the maximum CPU unit slice for the LPAR provisioning.
Example: "0.2"

LPAR Desired Min CPU Unit
Specifies the ideal CPU unit slice for the LPAR provisioning.
Example: "0.2"

LPAR CPU Capped
Indicates whether the CPU for the provisioned LPAR is capped.
Default: "true"

LPAR CPU Uncapped Weight

Specifies the uncapped weight for the provisioned LPAR when LPAR CPU Capped is
set to false.

Example: "128"

LPAR Minimum Memory
Specifies the minimum memory for the provisioned LPAR.
Example: "512"

LPAR Maximum Memory
Specifies the maximum memory for the provisioned LPAR.
Example: "1024"

LPAR Memory Desired
Specifies the ideal memory for the provisioned LPAR.
Example: "512"

LPAR Virtual Ethernet IEEE
Indicates whether the LPAR is virtual ethernet IEEE compliant.
Example: "false"

LPAR Virtual SCSI Remote LPAR

Specifies the remote LPAR associated with the virtual SCSI adapter for the
provisioned LPAR.

Example: "Ipar_hostname"
LPAR Virtual SCSI Adapter Is Client

Indicates whether the virtual SCSI adapter is a client for the provisioned LPAR.

Default: "true"
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LPAR NIM Provision Ind Res-IVM

LPAR Virtual SCSI Adapter Is Required
Indicates whether the virtual SCSI adapter is required for the provisioned LPAR.

Default: "false"

LPAR NIM Provision Ind Res-IVM

Provisions an LPAR partition and installs an operating system based on a NIM image.
The selection is made from the individual resource. The IVM (Integrated Virtual
Manager) is used to provision the image.

Component
img

HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"

Managed System Name
Specifies the IBM LPAR management system name.
Example: "Ipar.any.com"

LPAR Partition Name
Specifies the name of the LPAR partition.
Example: "lpar_a"

LPAR Virtual Slots
Specifies the maximum number of virtual slots to use for the LPAR provisioning.
Default: "10"

Provision LPAR

Indicates whether to provision an empty LPAR before installing the operating
system. Select "false" if the LPAR exists and to install the operating system to it.

NIM Master

Specifies the name of the NIM master host where the list of available NIM images is
obtained.

Example: "hostnamea"
NIM Machine Resource Name

Specifies the name of the NIM server used to install the operating system image to
the provisioned LPAR.

Example: "machine_to_copy_from"
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LPAR NIM Provision Ind Res-IVM

NIM Installation Type
Specifies the type of NIM installation to perform with the following options:
m rte - run-time environment
m  mksysb - template based
Target Username
Specifies the user name for the target machine for operating system installation.
Example: "root"
Target Password
Specifies the password for the target user name.
Example: "password"
Mksysb Image
(Optional) Specifies the name of the image when the installation type is mksysb.
Example: "mksysb_image"
SPOT Resource
Specifies the image Shared Product Object Tree (SPOT) resource.
Example: "7100spot"
License Program Products

(Optional) Specifies licensed program products to deploy with the image when the
installation type is rte.

Base Operating System

(Optional) Specifies the base operating system required when the installation type
is rte.

Image DNS Resolve Config

(Optional) Specifies the DNS resolve configuration file to use with the image when
the installation type is rte.

Example: "sample_dns.conf"

Image Data
(Optional) Specifies image data to use when the installation type is rte.
Example: "image_data"

First Boot Script

(Optional) Specifies the script to execute during the first boot when the installation
type is rte.

Example: "first_boot.sh"
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LPAR NIM Provision Ind Res-IVM

Post Installation Script 1-3

(Optional) Specifies post-installation scripts to execute with the image when the
installation type is rte.

Example: "post_install.sh"
Scalability Server

(Optional) Specifies the scalability server to use to deploy the software delivery
agent.

Example: "itcm_server"

Server Automation Template
(Optional) Specifies the server automation template to deploy to the LPAR.
Example: "software_package_template"

Agents Auto Deploy

(Optional) Indicates whether to deploy CA Configuration Automation, Performance,
and Asset Management agents to the LPAR.

Example: "false"

LPAR Virtual Slots
Specifies the maximum number of virtual slots to use for the LPAR provisioning.
Default: "10"

LPAR Min CPU Requested
Specifies the minimum number of CPUs for this LPAR provisioning.
Example: "1"

LPAR Max CPU Requested
Specifies the maximum number of CPUs for this LPAR provisioning.
Example: "1"

LPAR Num of CPU Desired
Specifies the ideal number of CPUs for this LPAR provisioning.
Example: "1"

LPAR CPU Shared Mode
Indicates whether to provision the CPU for the LPAR in shared mode.
Default: "true"

LPAR Min CPU Unit Requested
Specifies the minimum CPU unit slice for the LPAR provisioning.

Example: "0.2"
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LPAR NIM Provision Ind Res-IVM

LPAR Max CPU Unit Requested
Specifies the maximum CPU unit slice for the LPAR provisioning.
Example: "0.2"

LPAR Desired Min CPU Unit
Specifies the ideal CPU unit slice for the LPAR provisioning.
Example: "0.2"

LPAR CPU Capped
Indicates whether the CPU for the provisioned LPAR is capped.
Default: "true"

LPAR CPU Uncapped Weight

Specifies the uncapped weight for the provisioned LPAR when LPAR CPU Capped is
set to false.

Example: "128"

LPAR Minimum Memory
Specifies the minimum memory for the provisioned LPAR.
Example: "512"

LPAR Maximum Memory
Specifies the maximum memory for the provisioned LPAR.
Example: "1024"

LPAR Memory Desired
Specifies the ideal memory for the provisioned LPAR.
Example: "512"

LPAR Virtual Ethernet IEEE
Indicates whether the LPAR is virtual ethernet IEEE compliant.
Example: "false"

LPAR Virtual SCSI Remote LPAR

Specifies the remote LPAR associated with the virtual SCSI adapter for the
provisioned LPAR.

Example: "Ipar_hostname"
LPAR Virtual SCSI Adapter Is Client

Indicates whether the virtual SCSI adapter is a client for the provisioned LPAR.

Default: "true"
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LPAR NIM Provision Res Grp

LPAR Virtual SCSI Adapter Is Required
Indicates whether the virtual SCSI adapter is required for the provisioned LPAR.

Default: "false"

LPAR NIM Provision Res Grp

Provisions an LPAR partition and installs an operating system based on a NIM image.
The selection is made from a resource group.

Component
img

HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"

Managed System Name
Specifies the IBM LPAR management system name.
Example: "Ipar.any.com"

LPAR Partition Name
Specifies the name of the LPAR partition.
Example: "lpar_a"

LPAR Profile
Specifies the profile to use for the LPAR partition.
Example: "Default"

LPAR Virtual Slots
Specifies the maximum number of virtual slots to use for the LPAR provisioning.
Default: "10"

Provision LPAR

Indicates whether to provision an empty LPAR before installing the operating
system. Select "false" if the LPAR exists and to install the operating system to it.

NIM Master

Specifies the name of the NIM master host where the list of available NIM images is
obtained.

Example: "hostnamea"
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LPAR NIM Provision Res Grp

NIM Machine Resource Name

Specifies the name of the NIM server used to install the operating system image to
the provisioned LPAR.

Example: "machine_to_copy_from"

NIM Installation Type
Specifies the type of NIM installation to perform with the following options:
m rte - run-time environment
m  mksysb - template based

NIM Resource Group
Specifies the name of the NIM resource group to use to provision the LPAR.
Example: "resource_group"

Target Username
Specifies the user name for the target machine for operating system installation.
Example: "root"

Target Password
Specifies the password for the target user name.

Example: "password"

Server Automation Template
(Optional) Specifies the server automation template to deploy to the LPAR.

Example: "software_package_template"

Agents Auto Deploy

(Optional) Indicates whether to deploy CA Configuration Automation, Performance,
and Asset Management agents to the LPAR.

Example: "false"
Scalability Server

(Optional) Specifies the scalability server to use to deploy the software delivery
agent.

Example: "itcm_server"
LPAR Virtual Slots
Specifies the maximum number of virtual slots to use for the LPAR provisioning.

Default: "10"
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LPAR NIM Provision Res Grp

LPAR Min CPU Requested
Specifies the minimum number of CPUs for this LPAR provisioning.
Example: "1"

LPAR Max CPU Requested
Specifies the maximum number of CPUs for this LPAR provisioning.
Example: "1"

LPAR Num of CPU Desired
Specifies the ideal number of CPUs for this LPAR provisioning.
Example: "1"

LPAR CPU Shared Mode
Indicates whether to provision the CPU for the LPAR in shared mode.
Default: "true"

LPAR Min CPU Unit Requested
Specifies the minimum CPU unit slice for the LPAR provisioning.
Example: "0.2"

LPAR Max CPU Unit Requested
Specifies the maximum CPU unit slice for the LPAR provisioning.
Example: "0.2"

LPAR Desired Min CPU Unit
Specifies the ideal CPU unit slice for the LPAR provisioning.
Example: "0.2"

LPAR CPU Capped
Indicates whether the CPU for the provisioned LPAR is capped.
Default: "true"

LPAR CPU Uncapped Weight

Specifies the uncapped weight for the provisioned LPAR when LPAR CPU Capped is
set to false.

Example: "128"
LPAR Minimum Memory
Specifies the minimum memory for the provisioned LPAR.

Example: "512"
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LPAR NIM Provision Res Grp

LPAR Maximum Memory
Specifies the maximum memory for the provisioned LPAR.
Example: "1024"

LPAR Memory Desired
Specifies the ideal memory for the provisioned LPAR.
Example: "512"

LPAR Virtual Ethernet IEEE
Indicates whether the LPAR is virtual ethernet IEEE compliant.
Example: "false"

LPAR Virtual SCSI Remote LPAR

Specifies the remote LPAR associated with the virtual SCSI adapter for the
provisioned LPAR.

Example: "lpar_hostname"

LPAR Virtual SCSI Adapter Is Client
Indicates whether the virtual SCSI adapter is a client for the provisioned LPAR.
Default: "true"

LPAR Virtual SCSI Adapter Is Required
Indicates whether the virtual SCSI adapter is required for the provisioned LPAR.

Default: "false"
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LPAR NIM Provision Res Grp-IVM

LPAR NIM Provision Res Grp-IVM

Provisions an LPAR partition and installs an operating system based on a NIM image.
The selection is made from a resource group. The IVM (Integrated Virtual Manager)
engine is used to provision the image.

Component
img

HMC Server Name
Specifies the IBM Hardware Management Console name.
Example: "hostnamea"

Managed System Name
Specifies the IBM LPAR management system name.
Example: "Ipar.any.com"

LPAR Partition Name
Specifies the name of the LPAR partition.
Example: "lpar_a"

LPAR Profile
Specifies the profile to use for the LPAR partition.
Example: "Default"

LPAR Virtual Slots
Specifies the maximum number of virtual slots to use for the LPAR provisioning.
Default: "10"

Provision LPAR

Indicates whether to provision an empty LPAR before installing the operating
system. Select "false" if the LPAR exists and to install the operating system to it.

NIM Master

Specifies the name of the NIM master host where the list of available NIM images is
obtained.

Example: "hostnamea"
NIM Machine Resource Name

Specifies the name of the NIM server used to install the operating system image to
the provisioned LPAR.

Example: "machine_to_copy_from"
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NIM Installation Type
Specifies the type of NIM installation to perform with the following options:
m rte - run-time environment
m  mksysb - template based

NIM Resource Group
Specifies the name of the NIM resource group to use to provision the LPAR.
Example: "resource_group"

Target Username
Specifies the user name for the target machine for operating system installation.
Example: "root"

Target Password
Specifies the password for the target user name.

Example: "password"

Server Automation Template
(Optional) Specifies the server automation template to deploy to the LPAR.

Example: "software_package_template"

Agents Auto Deploy

(Optional) Indicates whether to deploy CA Configuration Automation, Performance,
and Asset Management agents to the LPAR.

Example: "false"
Scalability Server

(Optional) Specifies the scalability server to use to deploy the software delivery
agent.

Example: "itcm_server"
LPAR Virtual Slots
Specifies the maximum number of virtual slots to use for the LPAR provisioning.
Default: "10"
LPAR Min CPU Requested
Specifies the minimum number of CPUs for this LPAR provisioning.
Example: "1"
LPAR Max CPU Requested
Specifies the maximum number of CPUs for this LPAR provisioning.

Example: "1"
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LPAR Num of CPU Desired
Specifies the ideal number of CPUs for this LPAR provisioning.
Example: "1"

LPAR CPU Shared Mode
Indicates whether to provision the CPU for the LPAR in shared mode.
Default: "true"

LPAR Min CPU Unit Requested
Specifies the minimum CPU unit slice for the LPAR provisioning.
Example: "0.2"

LPAR Max CPU Unit Requested
Specifies the maximum CPU unit slice for the LPAR provisioning.
Example: "0.2"

LPAR Desired Min CPU Unit
Specifies the ideal CPU unit slice for the LPAR provisioning.
Example: "0.2"

LPAR CPU Capped
Indicates whether the CPU for the provisioned LPAR is capped.
Default: "true"

LPAR CPU Uncapped Weight

Specifies the uncapped weight for the provisioned LPAR when LPAR CPU Capped is
set to false.

Example: "128"

LPAR Minimum Memory
Specifies the minimum memory for the provisioned LPAR.
Example: "512"

LPAR Maximum Memory
Specifies the maximum memory for the provisioned LPAR.
Example: "1024"

LPAR Memory Desired
Specifies the ideal memory for the provisioned LPAR.

Example: "512"
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LPAR Virtual Ethernet IEEE
Indicates whether the LPAR is virtual ethernet IEEE compliant.
Example: "false"

LPAR Virtual SCSI Remote LPAR

Specifies the remote LPAR associated with the virtual SCSI adapter for the
provisioned LPAR.

Example: "Ipar_hostname"
LPAR Virtual SCSI Adapter Is Client
Indicates whether the virtual SCSI adapter is a client for the provisioned LPAR.
Default: "true"
LPAR Virtual SCSI Adapter Is Required
Indicates whether the virtual SCSI adapter is required for the provisioned LPAR.

Default: "false"
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Chapter 10: Cisco UCS Connectors

This chapter describes the Platform Support Cisco UCS connectors.

Associates a UCS service profile with a UCS blade.

Component
ucsws

UCS Manager Host
Specifies the fully qualified name of the machine where the UCS manager is located.
Example: “localhostUCS.anyco.com”

UCS Blade

Specifies the full path as provided by either the user or the UCS Blade List
connector.

Example: “sys/chassis-1/blade-1"
UCS Service Profile
Specifies the full name of the service profile to associate with the UCS blade.

Example: “org-root/ls-dev-boot-from-san-esx”

UCS Blade Power Off

Powers down a UCS blade.

Component
ucsws

UCS Manager Host
Specifies the fully qualified name of the machine where the UCS manager is located.
Example: “localhostUCS.anyco.com”

UCS Blade

Specifies the full path as provided by either the user or the UCS Blade List
connector.

Example: “sys/chassis-1/blade-1"
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UCS Blade Power On

Powers up a UCS blade.

Component
ucsws

UCS Manager Host
Specifies the fully qualified name of the machine where the UCS manager is located.
Example: “localhostUCS.anyco.com”

UCS Blade

Specifies the full path as provided by either the user or the UCS Blade List
connector.

Example: “sys/chassis-1/blade-1”"

UCS Blade Reset

Resets a UCS blade.

Component
ucsws

UCS Manager Host
Specifies the fully qualified name of the machine where the UCS manager is located.
Example: “localhostUCS.anyco.com”

UCS Blade

Specifies the full path as provided by either the user or the UCS Blade List
connector.

Example: “sys/chassis-1/blade-1”"
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UCS Block IP Operation

Performs create and update operations.
Component

ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"
Policy Class Id:
Specifies the UCS policy that you need to perform the operation
Example: "ippoolBlock"
Operation Type:
Specifies the operation to create (1) and delete (3).
Example: “1”
Default Gateway:
Specifies the default gateway of the new IP block.
Example: 10.130.1.1
Distinguished Name:
Specifies the fully qualified path of the intended object.
Example: org-root/nwctrl-demopolicy
From:
IP pool start.
Example: 10.130.1.25
To:
IP pool end.
Example: 10.130.1.103
Subnet Mask:
Specifies the optional appropriate value of the new IP pool.

Example: 255.255.255.0
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UCS Boot Policy Ex

Component
ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"

Policy Class Id:
Specifies the UCS policy that you need to perform the operation
Example: "IsbootPolicyHier"

Operation Type:
Specifies the operation, as in: create (1), update (2), delete (3).
Example: 71"

Description:
Comment field.

Distinguished Name:
Specifies the fully qualified path of the intended object.
Example: org-root/nwctrl-demopolicy

Name:
Boot policy name.
Example: "ForTemplate"

Operational:
Currently support only for "operational”.
Example: "operational”

Reboot on Boot Order Change:
Specify if it will be reboot upon changes detected. Values: "yes", "no".
Example: "no"

Boot LAN Access:
One of the following values: "read-write", "read-only".
Example: "read-write"

Boot LAN Order:

One of the following values: 1, 2, 3, 4.

Example: "2"
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Boot LAN Rn:
Example: "storage"
Image LAN Path Type:
Example: "storage"
Image LAN Path vNIC Name:
Example: "vhbal"
Image LAN Path Rn:
: The relative name uniquely identifies an object within a given context.
Example: "san--primary"
Storage Access Type:

One of the following values: "read-write", "read-only".

Example: "read-write"

UCS Disassociate Service Profile

Disassociates a UCS service profile from a UCS blade.
Component
ucsws
UCS Manager Host
Specifies the fully qualified name of the machine where the UCS manager is located.
Example: “localhostUCS.anyco.com”
UCS Service Profile
Specifies the full name of the service profile to associate with the UCS blade.

Example: “org-root/ls-dev-boot-from-san-esx”
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UCS Flow Control Operation

Component
ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"
Policy Class Id:
Specifies the UCS policy that you need to perform the operation
Example: "flowctrlitem"
Operation Type:
Specifies the operation, as in: create (1), update (2), delete (3).
Example: 71"
Name:
Specifies the name of the new policy.
Example: demopolicy
Priority:
Specifies the value as auto or on
Example: “auto”
Send:
Specifies the value as auto or on
Example: “off”
Receive:
Specifies the value as auto or on
Example: “on”
Distinguished Name:
Specifies the fully qualified path of the intended object.

Example: "fabric/lan/flowctrl/policy-demoFlowCtrl"
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UCS List Blades

Provides a list of blades in a UCS chassis.
Component
ucsws
UCS Manager Host
Specifies the fully qualified name of the machine where the UCS manager is located.

Example: “localhostUCS.anyco.com”

UCS Locale Operation

Component
ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"

Policy Class Id:
Specifies the UCS policy that you need to perform the operation
Example: "aaalocale"

Operation Type:
Specifies the operation, as in: create (1), delete (3).
Example: 71"

Locale Dn:
Specifies the fully qualified path of the intended object.
Example: “sys/user-ext/locale-Test_ MM”

Locale Name:
Specifies the name of the locale to update.

Example: “Test_ MM”
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UCS Organization parametersl:
Org:
Specifies the target organization to update.
Example: “org-root/org-Demo2"
Org Rn:
Specifies the target organization relative name.
Example: "org-Demo2"
Org Description:
Specifies the field to clarify the role of the organization.
Example: “some test here”
Org Name:
Specifies the target organization’s name.
Example: “Demo2”
Org Status:
Specifies the operation to perform in the organization.
Example: “modified”
UCS Organization parameters2
Org:
Specifies the target organization to update.
Example: “org-root/org-Demo2"
Org Description:
Specifies the field to clarify the role of the organization.
Example: “some test here”
Org Name:
Specifies the target organization’s name.
Example: “Demo2”
Org Rn:
Specifies the target organization relative name.
Example: "org-Demo2"
Org Status:
Specifies the operation to perform in the organization.

Example: “modified”
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UCS Locale Update

Component
ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"
Policy Class Id:
Specifies the UCS policy that you need to perform the operation
Example: "aaalocale"
Locale Dn:
Specifies the fully qualified path of the intended object.
Example: “sys/user-ext/locale-Test_ MM”
Locale Name:
Specifies the name of the locale to update.
Example: “Test_ MM”
Org:
Specifies the target organization to update.
Example: “org-root/org-Demo?2"
Org Rn:
Specifies the target organization relative name.
Example: "org-Demo2"
Org Description:
Specifies the field to clarify the role of the organization.
Example: “some test here”
Org Name:
Specifies the target organization’s name.
Example: “Demo2”
Org Status:
Specifies the operation to perform in the organization.

Example: “modified”
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UCS Multiple Svc Prof Template

Component
ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"
Org:
Specifies the target organization to create the new service profile.
Example: “org-root”
Name Prefix:
Specifies the prefix name to create the service profiles.
Example: "testName-SPT"
Template Dn:
Specifies the distinguished name of the service profile template to use.
Example: “org-root/|s-test122”
Number of:
Specifies the number of service profiles to create.

Example: “3”
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UCS Network Control Policy Operation

Component
ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"
Policy Class Id:
Specifies the UCS policy that you need to perform the operation
Example: "nwctrIDefinition"
Operation Type:
Specifies the operation, as in: create (1), update (2), delete (3).
Example: 71"
Name:
Specifies the name of the new policy.
Example: demopolicy
CDP:
Specifies the value as enabled or disabled.
Example: "enabled"
Action on Uplink Fail:
Specifies the failover action, as in: "linkdown" or "warning".
Example: "link-down"
Description:
Provides more information about the purpose of the policy.
Example: "test policy"
Distinguished Name:
Specifies the fully qualified path of the intended object.
Example: org-root/nwctrl-demopolicy
Status:
Specifies ‘created’ or ‘updated’.
Example: "created"
Mac Security Description:

Provides more information about the purpose of this field.
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Example:"test"
Forge:
Specifies the value as allow or deny.
Example: "allow"
Mac Rn:
Specifies the relative name for Mac

Example: "mac-sec"

UCS Placement Policy Delete

Performs delete operation.
Component

ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"
Policy Class Id:
Specifies the UCS policy that you need to perform the operation
Example: "fabricVConProfile"
Distinguished Name:
Specifies the fully qualified path of the intended object.

Example: "org-root/vcon-profile-demoPolicy"
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UCS Placement Policy Operation

Performs create and update operations
Component

ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"
Policy Class Id:
Specifies the UCS policy that you need to perform the operation
Example: "fabricVConProfile"
Operation Type:
Specifies the operation to create (1) and update (2).
Example: “1”
Name:
Specifies the name of the new policy.
Example: demopolicy
Description:
Specifies the brief statement to clarify the purpose of the new placement policy.
Example: “Policy for testing purposes”
Distinguished Name:
Specifies the fully qualified path of the intended object.
Example: "org-root/vcon-profile-demopolicy"
Virtual Slot 1
Selection Preference:
Specifies any of the following values:
s all
m  assigned-only
m  exclude-dynamic
m  exclude-unassigned.
Example: “all”

Virtual Slot 2
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Selection Preference:
Specifies any of the following values:
m all
m  assigned-only
m  exclude-dynamic
m  exclude-unassigned.
Example: “all”

Virtual Slot 3

Selection Preference:
Specifies any of the following values:
m all
m  assigned-only
m  exclude-dynamic
m  exclude-unassigned.
Example: “all”

Virtual Slot 4

Selection Preference:
Specifies any of the following values:
s all
m  assigned-only
m  exclude-dynamic
m exclude-unassigned.

Example: “all”
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UCS Port Configuration

Component
ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"
Policy Class Id:
Specifies the UCS policy that you need to perform the operation
Example: "etherPlo"
Operation Type:
Specifies the operation to set(1) and unset(3).
Example:"3"
Admin State:
Specifies the value as enabled or disabled.
Example: “enabled”
Distinguished Name:
Specifies the fully qualified path of the intended object.

Examples:

Appliance Port: fabric/eth-estc/A/phys-eth-slot-1-port-9
FCoE Port: fabric/fc-estc/A/phys-fcoe-slot-1-port-5
Server Port: fabric/server/sw-A/slot-1-port-20

Uplink port: fabric/lan/A/phys-slot-1-port-19

Role:
Specifies any of the following values:
m fcoe-storage
= network
m  server
m  nas-storage

Example: “network”

Chapter 10: Cisco UCS Connectors 91



UCS Power Operations

UCS Power Operations

Provides individualized Cisco UCS blade power operations.

Component
ucsws

UCS Manager Host
Specifies the fully qualified name of the machine where the UCS manager is located.
Example: “localhostUCS.anyco.com”

UCS Blade

Specifies the full path as provided by either the user or the UCS Blade List
connector.

Example: “sys/chassis-1/blade-1”"
Operation
Specifies the operation to perform on a UCS blade. Available values are:
2 — Cycle-immediate
3 — Cycle-wait
4 — Hard-reset-immediate
5 — Hard-reset-wait
6 — Soft-shut-down
7 —Shut-down
8 — Boot-up

Example: “Cycle-immediate”
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UCS QoS Class Definition Update

Component
ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"
Policy Class Id:
Specifies the UCS policy that you need to perform the operation
Example: "gosClassDefinition"
Distinguished Name:
Specifies the fully qualified path of the intended object.
Example: "fabric/lan/classes"
Description:
Specifies the text to clarify the class definition.
Example: “Some description”
CoS:
Specifies class of service
Example: “6”
Packet Drop:
To enable or disable this property use ‘drop’ or ‘no-drop’
Example: “drop”
MTU:
Specifies the maximum transmission unit.
Example: “normal”
Multicast Optimized:
Indicates if this property should be enabled or not.
Example: “no”
Weight:
Specifies bandwidth portion to assign (best-effort, none) or a valid digit.
Example: “5”
Rn:

Specifies relative name.
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Example: “class-platinum”
Admin State:
Specifies the value as enabled or disabled.

Example: “enabled”
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UCS QoS Policies Operation

Component
ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"
Policy Class Id:
Specifies the UCS policy that you need to perform the operation
Example: "epgosDefinition"
Operation Type:
Specifies the operation, as in: create (1), update (2), delete (3).
Example: 71"
Name:
Specifies the name of the new policy.
Example: demopolicy
Description:
Provides more information about the purpose of the policy.
Example: “some description”
Distinguished Name:
Specifies the fully qualified path of the intended object.
Example: "org-root/ep-qos-demopolicy"
Status:
Specifies the value as created or updated.
Example: “created”
Burst (Bytes):
Specifies any valid value in bytes.
Example: 10240
Host Control:
Specifies the value as none or full
Example: “none”
Rn:

Specifies the relative name
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Example: “egress”
EpQos Name:
Optional
Priority:
Specifies any of the following:

m Platinum

s Gold
m Silver
m Bronze

m  Best-effort
Example: “Best-effort”
Rate (Kbps):
Specifies a valid value in kbps or ‘line-rate’

Example: ‘line-rate’.

UCS SAN Policy Delete

Component
ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"
Policy Class Id:
Specifies the UCS policy that you need to perform the operation
Example: adaptorHostFclfProfile
Policy Dn:
Identifies the target policy of unique path name.

Example: "org-root/fc-profile-FlexPodPol"
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UCS SAN Policy Operation

This connector supports only create and update operations..
Component
ucsws
UCS Manager Host
Specifies the fully qualified name of the machine where the UCS manager is located.
Example: “localhostUCS.anyco.com”
Policy Class Id
Specifies the policy id you need to create or update
Example: adaptorHostFclfProfile
Operation Type:

Specifies two value as Create (1) or Update (2). When called from a SRF the
corresponding numeral should be used

Note: This field and the "Status" field need to be synchronized. If you select ‘Create’
then ‘created’ should be selected in the "Status" field. Also if ‘Update’ is selected
then ‘updated’ should be selected in the "Status" field. The operation fails if the
fields are not synchronized.

Example: 1 (From SRF) or Create in connector.
Policy Name:
Specifies the name of the policy you try to create or update.
Example: FlexPodPol
Description:
Specifies the field to place additional information about the policy.

Example: "Some description" (without double quotes)

Dn:
Indicates distinguished unique name of SAN policy
Example: "org-root/fc-profile-FlexPodPol"

Status:

Specifies the status of the operation.
Example: "created"

SCSI 10 Queues:
Specifies the number of I/0 Queues

Example: "1"
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Ring Size:
Specifies the valid value between [64-512]
Example: "64"

FCP Error Recovery:
Specifies the value as enable or disable.
Example: "disabled"

Link Down Timeout(ms):
Provides a valid value in milliseconds
Example: "30000"

Port Down Timeout (ms):
Provides a valid value in milliseconds
Example: "30000"

Port Down IO Retry:
Specifies the number of retries.
Example: "30"

Interrupt Mod:

Selects one of the following:

m MSI-X
s MSI
m INTx

10 Throttle Count:
Provides a value between [1-1024]
Example: 16
Max LUNs Per Target:
Provides a value between [1-1024]
Flogi Retries:
Specifies fabric login retries.
Example: 8
Flogi Timeout (ms).
Specifies timeout of the retries.
Example: "40000"
Plogi Retries:

Specifies the port login retries. A value between [1-255]
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Plogi Timeout (ms):

Specifies the timeout for the retries.

Example: "40000"
Ring Size(Resource Receive):

Provides a value between [64-128]
Transmit Queues:

Specifies the number of queues.

Ring Size: [64-128]
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UCS Server Pool Policy Operation

Component
ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"
Policy Class Id:
Specifies the UCS policy that you need to perform the operation
Example: "computePoolingPolicy"
Operation Type:
Specifies the operation to create(1),update(2) and delete(3)
Example:”1”
Name:
Specifies the name of the new policy.
Example: demopolicy
Description:
Specifies the additional information of the new policy.
Example: “purpose of the policy”
Target Pool:
Specifies the distinguished name for the targeted pool where the policy is applied.
Example: "org-root/compute-pool-Servers_Chassis1"
Qualification:

User can select a Server Pool Policy Qualification (available in the UCS server) or
leave blank.

Example: "all-chassis"
Distinguished Name:
Specifies the fully qualified path of the intended object.

Example: ""org-root/pooling-policy-demopolicy"
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UCS Server Pool Policy Qualification

Component
ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"
Policy Class Id:
Specifies the UCS policy that you need to perform the operation
Example: "computeQual"
Operation Type:
Specifies the operation, as in: create (1), update (2), delete (3).
Example: 71"
Description:
Provides more information about the new policy.
Example:"purpose of the policy"
Distinguished Name:
Specifies the fully qualified path of the intended object.
Example: "org-root/blade-qualifier-demopolicy"
Name:
Specifies the name of the new policy.
Example: demopolicy
Adapter Qualifications
Rn:
Specifies the relative name
Example: “adaptor”
Maximum Capacity:
Provides valid number or unspecified
Example: “1”
Model (RegEx):
Example: “testAdapterQualifications”
Type:

Specifies either of the following values:
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m  virtualized-eth-if
m  virtualized-fc-if
m  non-virtualized-eth-if
m  non-virtualized-fc-if
m fcoe
m  protected-eth-if
m protected-fc-if
m  protected-fcoe
m  path-encap-virtual
m  path-encap-consolidated
Example: “virtualized-eth-if”
Adapter Cap Rn:
Example: “cap-virtualized-eth-if”
Chassis Server Qualifications
First Chassis ID:
Provides a valid number.
Example: “1”
Number of Chassis:
Specifies the number of allocations.
Example: “1”
Chassis Rn:
Example: “chassis-from-1-to-1”
Server First Slot ID (1):
Example: “1”
Number of Slots (1):
Example: “1”
Rn(1):
Example:
Status(1):
Specifies the first slot ID (2):
Example: “2”
Number of Slots (2):

Example: “2”
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Rn(2):
Example:

Status(2):
Example:

Memory Qualifications

Clock(MHz):
Either ‘unspecified’ or provide a valid value.
Example: “3”

Latency(ns):
Either ‘unspecified’ or provide a valid value.
Example: “3”

Max Cap(MB):
Either ‘unspecified’ or provide a valid value.
Example: “4”

Min Cap(MB):
Either ‘unspecified’ or provide a valid value.
Example: “unspecified’

Rn:
Example: “memory”

Speed:
Provides a valid value.
Example: “5”

Status:

Units:
Either ‘unspecified’ or provide a valid value.
Example: “5”

Width:
Either ‘unspecified’ or provide a valid value.
Example: “5”

CPU Cores Quialifications

Processor Architecture:

Specified any of the following values:

m  Opteron
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m  Turion 64
m  Dual-Core Opteron

m Pentium4

= Xeon

m Xeon MP
m any

m InterP4C

Example: “Xeon”

Model (RegEx):
Optional
Example: “testCUP”

Min Number of Cores:
Either ‘unspecified’ or provide a valid value.
Example: “2”

Max Number of Cores:
Either ‘unspecified’ or provide a valid value.
Example: “unspecified”

Min Number of Threads:
Either ‘unspecified’ or provide a valid value.
Example: “4”

Max Number of Threads:
Either ‘unspecified’ or provide a valid value.
Example: “1”

CPU Speed (MHz):
Either ‘unspecified’ or provide a valid value.
Example: “5”

CPU Stepping:
Either ‘unspecified’ or provide a valid value.
Example:“7”

Processors Min:
Either ‘unspecified’ or provide a valid value.
Example: “3”

Processors (Max):
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UCS Server Pool Policy Qualification

Either ‘unspecified’ or provide a valid value.
Example: “unspecified”
Storage Qualifications

Diskless:
Specifies as unspecified or no.
Example: “no”

Number of Blocks:
Either ‘unknown’ or provide a valid value.
Example: “5”

Block Size(Bytes):
Either ‘unknown’ or provide a valid value.
Example: “unknown”

Min Cap(MB):
Either ‘unknown’ or provide a valid value.
Example: “2”

Max Cap (MB):
Either ‘unknown’ or provide a valid value.
Example: “unknown”

Per Disk Cap (MB):
Either ‘unknown’ or provide a valid value.
Example: “6”

Rn:
Specifies relative name.
Example: “local storage”

Status:

Units:
Either ‘unspecified’ or provide a valid value.
Example: “unspecified”

Server Model Qualifications
Specifies the model (RegEx):
Example: “yvettest”

Rn:

Example: “physical”
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UCS Service Profile Details

Status:
Power Group Qualifications
Power Group:
Example: “default”
Rn:
Example: “power-group-default”
Rack Qualifications
First Slot ID:
Example: “1”
Number of Slots:
Example: “4”
Rn:
Example: “rack-from-1-to-4”

Status:

UCS Service Profile Details

Retrieves details of a service profile.
Component

ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"

Profile Dn
Specifies the distinguished name of the service profile.
Example: "org-root/Is-DEMO2_SP"

When using the selective export operation the name should be "UCS manager fully
qualified domain name [ Organization path/service profile name".

Example: "localhostUCS.anyco.com|org-root/Is-DEMO2_SP"
Virtual Entry

Example: "false"
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UCS Service Profile Operation

UCS Service Profile Operation

Provides Cisco UCS service profile operations.
Component
ucsws
UCS Operation
Specifies the operation to perform. Available values are:
m  SelectivelmportNoQueue
m  SelectiveExportNoQueue
m  SelectivelmportDeleteNoQueue
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"

Profile Dn
Specifies the distinguished name of the service profile.
Example: "org-root/Is-DEMO2_SP"

When using the selective export operation the name should be "UCS manager fully
qualified domain name [ Organization path/service profile name".

Example: "localhostUCS.anyco.com|org-root/Is-DEMO2_SP"
Organization Distinguished Name

Specifies the corresponding name of an organization. The name should start with

org-".

Example: "org-name"
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UCS Update Service Profile

UCS Update Service Profile

Component
ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"
Distinguished Name:
Specifies the fully qualified path of the intended object.
Example: "org-root/Is-Blade3_SAN1_ESX2"
Profile Name:
Example: "Blade3_SAN1_ESX2”
MAC Address:
Specifies the property to update (supports only for mac address)

Example: 700:25:B5:00:00:10”
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UCS VLAN Operation

UCS VLAN Operation

Component
ucsws
UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS
manager.

Example: "lodcisco2-mc2.ca.com"

Policy Class Id:
Specifies the UCS policy that you need to perform the operation
Example: "fabricVian"

Operation Type:
Specifies the operation, as in: create (1), update (2), delete (3).
Example: 71"

VLAN Name:

Specifies the name of the new VLAN For a range of VLANS, this is the prefix that the
system uses for each VLAN name.

Example: “DemoVian”
Native VLAN:
Example: “no”
VLAN IDs:
Defines a range of VLAN IDs
Example: “210-2019”
Sharing Type:
Specifies to ‘none’‘primary’‘isolated’
Example: “primary”
Distinguished Name:
Specifies the fully qualified path of the intended object.

Example: fabric/lan/net-DemoVlan
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UCS VSAN Operation

UCS VSAN Operation

Component
ucsws

UCS Manager

Specifies the name of the configured UCS manager. This is also the target UCS

manager.
Example: "lodcisco2-mc2.ca.com"

Policy Class ID:

Specifies the UCS policy that you need to perform the operation

Example: "fabricVsan"
Name:
Specifies the name of the new policy.
Example: demopolicy
Default Zoning:
Specifies the value as disabled or enabled’

Example: ‘enabled’

Specifies the VSAN ID.
Example: “1”

FCoE VLAN ID:

Specifies the VLAN ID that maps to this VSAN and carries FCoE traffic.

Example: “1”

Distinguished Name:

Specifies the fully qualified path of the intended object.

Example: fabric/san/net-DemoVSAN
EP Dn:

Optional
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Chapter 11: VMware Connectors

This chapter describes the Platform Support VMware connectors.

This section contains the following topics:

Get Machine Status VC (see page 111)
Get VC Image List (see page 112)

Get VM Properties (see page 112)

Power Off VC (see page 113)

Power On VC (see page 113)

Provision VC Image (see page 114)
Provision VM Image Linux (see page 115)
Provision VM Image Windows (see page 118)
Shutdown VC Image (see page 121)
Validate VC Imaging Server (see page 122)
VC Add Virtual NIC (see page 123)

VC Add VM Disk (see page 124)

VC Job Status (see page 124)

VC Remove Virtual NIC (see page 125)

VC Update VM CPU (see page 125)

VC Update VM Memory (see page 126)

Get Machine Status VC

Gets the status of a vCenter machine.

Component
img

Data Center Name
Specifies the name of the data center located in the VC server.
Example: “North-2/CA Server Automation”

Virtual Machine Name
Specifies the fully qualified name of the target VM.
Example: “localhost.anycompany.com”

VC Server
Specifies the Virtual Center server.

Example: “server.mycompany.com”
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Get VC Image List

Get VC Image List

Gets a list of available vCenter machines.
Component
img

No parameters are required.

Get VM Properties

Gets VMware VM properties.

Component
vC

Data Center Name
Specifies the name of the data center where the server is located.
Example: “DC Datacenter”

VC Server

Specifies the fully qualified name for the computer where the Virtual Center Server
is located.

Example: “localhostVC.anycompany.com”
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Power Off VC

Power Off VC

Power On VC

Turns off a vCenter system.
Component
img
Data Center Name
Specifies the name of the data center where the server is located.
Example: “DC Datacenter”
Virtual Machine Name
Specifies the fully qualified name of the target VM.
Example: “localhost.anycompany.com”
VC Server

Specifies the fully qualified name for the computer where the Virtual Center Server
is located.

Example: “localhostVC.anycompany.com”

Starts a vCenter system.
Component
img
Data Center Name
Specifies the name of the data center where the server is located.
Example: “DC Datacenter”
Virtual Machine Name
Specifies the fully qualified name of the target VM.
Example: “localhost.anycompany.com”
VC Server

Specifies the fully qualified name for the computer where the Virtual Center Server
is located.

Example: “localhostVC.anycompany.com”
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Provision VC Image

Provision VC Imadge

Creates a vCenter image.
Component
img
VC Server
Specifies the name of the VC center.
VC Datacenter Name
Specifies the name of the data center where this host is located.
Example: “DC Datacenter”
VC Compute Resource

Specifies the fully qualified name of the server where this compute resource is
located.

Example: “serverl.anycompany.com”
VC ESX Server
Specifies the fully qualified name of the server where the ESX server is installed.
Example: “localhost.anycompany.com”
VC Datastore
Specifies the data store name that corresponds to the data center.
Example: "storagel (2)"
VC Target Location
Specifies the resource pool name to use.
Example: “Resources/DcrmPool_test”
Clone Name
Specifies the name of the new machine to provision.
Example: “LocalhostTest”
Clone VM User Name
Specifies the name of the new machine to provision.
Example: "LocalhostTest"
Clone VM Username Password
Specifies the corresponding password.
VC Virtual Machine

Specifies a VM machine to use instead of a template for provisioning.
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Provision VM Image Linux

VC Template Name
Specifies the template to use for provisioning.
Example: “DCRMFolder/Base”

VC Specification

Specifies a valid specification name for the template to use. Consult the VC server
or CA Server Automation for valid values.

Scalability Server
(Optional) Specifies the fully qualified name of the scalability server.
Example: "remotehost.anycompany.com"

Auto Deploy Agents
(Optional) Indicates whether to deploy agents after provisioning.

Example: “No”

Provision VM Imade Linux

Creates a vCenter image on Linux.
Component
img
VC Server
Specifies the name of the VC center.
VC Data Center
Specifies the name of the data center where this host is located.
Example: “DC Datacenter”
VC Compute Resource

Specifies the fully qualified name of the server where this compute resource is
located.

Example: “serverl.anycompany.com”
VC ESX Host Server
Specifies the fully qualified name of the server where the ESX server is installed.
Example: “localhost.anycompany.com”
VC Datastore Name
Specifies the data store name that corresponds to the data center.

Example: “storagel (2)”
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Provision VM Image Linux

VC Target Location
Specifies the resource pool name to use.
Example: “Resources/DcrmPool_test”
Hostname/VM Name
Specifies the name of the new host to provision.
Example: “LocalhostTest”
VC User Name
Specifies the administrator name for the new host.
Example: “administrator”
VC User Password
Specifies the password for the user name.
Example: “password”
VC Virtual Machine
(Optional) Specifies a VM machine to use instead of a template for provisioning.
VC Template Name
Specifies the template to use for provisioning.
Example: “DCRMFolder/Base”
VC Specification Name

Specifies a name for the template to use. Consult the VC server or CA Server
Automation for valid values.

Example: “VolumeSPEC”

VM OS Type
Specifies the default operating system type to use for template creation.
Example: “Linux”

Memory Size (MB)

Specifies the amount of allocated virtual memory for the new VM image. This value
is defined in megabytes, for example, 1024MB = 1GB.

Virtual Processors (1,2,4)

Specifies the number of virtual CPUs to allocate to the new VM image. Valid values
arel, 2,or4.

Additional Disk 1 Size (MB)

Specifies the default size of the virtual hard disk for the VM image. This value is in
megabytes, for example for 10GB, enter 10240.
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Provision VM Image Linux

Additional Disk 1 Datastore

Specifies the name of the VMware datastore to use to create the virtual disk for the
new image. Use the same datastore where the VM image is going to be created.

Additional Disk 1 SCSI Controller

Specifies the SCSI controller key to use to create the virtual disk for the new VM
image.

NIC IP Address
Specifies the network IP address (v4) for the new system.
NIC Default Gateway
Specifies the default gateway for the new VM image.
NIC Alt Gateway
(Optional) Specifies the IP address of the alternate gateway.
NIC Subnet
Specifies the default network subnet mask to use.
Example: "255.255.255.0"
Network Connection
Specifies the name of the network interface.
Primary DNS Server
Specifies the global primary DNS entry.
Secondary DNS Server
(Optional) Specifies the global secondary DNS entry.
Tertiary DNS Server
(Optional) Specifies the third global DNS entry.
DNS Search Suffix
(Optional) Specifies the global DNS search suffix.
Global Domain Name
(Optional) Specifies the global domain name.
SD Scalability Server
(Optional) Specifies the software delivery scalability server to use.
Template Name

(Optional) Specifies the software delivery template to use.
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Provision VM Imade Windows

Auto Deploy Agents
(Optional) Indicates whether to deploy agents after provisioning.
Example: “No”
Deploy SD Agents
(Optional) Indicates whether to deploy Software Delivery agents automatically.

Default: “No”

Provision VM Imagdge Windows

Creates a vCenter image on Windows.
Component
img
Imaging Server Type
Specifies the type of provisioning desired. Always use “VC".
VC Server
Specifies the name of the VC center.
VC Data Center
Specifies the name of the data center where this host is located.
Example: “DC Datacenter”
VC Compute Resource

Specifies the fully qualified name of the server where this compute resource is
located.

Example: “serverl.anycompany.com”
VC ESX Host Server

(Optional) Specifies the fully qualified name of the server where the ESX server is
installed.

Example: “localhost.anycompany.com”
VC Datastore Name
Specifies the data store name that corresponds to the data center.
Example: “storagel (2)”
VC Target Location
Specifies the resource pool name to use.

Example: “Resources/DcrmPool_test”
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Provision VM Image Windows

Hosthame/VM Name
Specifies the name of the new host to provision.
Example: “LocalhostTest”
VC User Name
Specifies the administrator name for the new host.
Example: “administrator”
VC User Password
Specifies the password for the user name.
Example: “password”
VC Virtual Machine
(Optional) Specifies a VM machine to use instead of a template for provisioning.
VC Template Name
Specifies the template to use for provisioning.
Example: “DCRMFolder/Base”
VC Specification Name

Specifies a name for the template to use. Consult the VC server or CA Server
Automation for valid values.

Example: “VolumeSPEC”

VM OS Type
Specifies the default operating system type to use for template creation.
Example: "Windows"

Memory Size (MB)

Specifies the amount of allocated virtual memory for the new VM image. This value
is defined in megabytes, for example, 1024MB = 1GB.

Virtual Processors (1,2,4)

Specifies the number of virtual CPUs to allocate to the new VM image. Valid values
arel, 2, or4.

Additional Disk 1 Size (MB)

Specifies the default size of the virtual hard disk for the VM image. This value is in
megabytes, for example for 10GB, enter 10240.

Additional Disk 1 Datastore

Specifies the name of the VMware datastore to use to create the virtual disk for the
new image. Use the same datastore where the VM image is going to be created.
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Provision VM Image Windows

Additional Disk 1 SCSI Controller

Specifies the SCSI controller key to use to create the virtual disk for the new VM
image.

NIC IP Address
Specifies the network IP address (v4) for the new system.
NIC Default Gateway
Specifies the default gateway for the new VM image.
NIC Alt Gateway
(Optional) Specifies the IP address of the alternate gateway.
NIC Subnet
Specifies the default network subnet mask to use.
Example: "255.255.255.0"
Network Connection
Specifies the name of the network interface.
DNS Server
Specifies the preferred DNS entry.
Alt. DNS
(Optional) Specifies an alternate DNS entry.
DNS Search Suffix
(Optional) Specifies the global DNS search suffix.
WINS Primary
(Optional) Specifies the primary WINS entry.
WINS Secondary

(Optional) Specifies the secondary WINS entry.

SD Scalability Server

(Optional) Specifies the software delivery scalability server to use.
Template Name

(Optional) Specifies the software delivery template to use.
Auto Deploy Agents

(Optional) Indicates whether to deploy agents after provisioning.

Example: “No”
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Shutdown VC Image

Deploy SD Agents
(Optional) Indicates whether to deploy Software Delivery agents automatically.

Default: “No”

Shutdown VC Image

Shuts down a Virtual Center image.
Component
img
Data Center Name
Specifies the name of the data center where the server is located.
Example: “DC Datacenter”
Virtual Machine Name
Specifies the fully qualified name of the target VM.
Example: “localhost.anycompany.com”
VC Server

Specifies the fully qualified name for the computer where the Virtual Center Server
is located.

Example: “localhostVC.anycompany.com”

Chapter 11: VMware Connectors 121



Validate VC Imading Server

Validate VC Imadging Server

Validates the VC imaging server.
Component
img
Target Username
Specifies the user to log in to the server.
Example: “administrator”
Target Username Password
Specifies the password for the target user name.
Example: “Password”
Image Host
Specifies the fully qualified name for the server.
Example: “localhost.ca.com”
Image Host Port
Specifies the assigned port.
Example: “4443”
Protocol
Specifies the protocol used.
Example: “HTTPS”
Proxy Port
Specifies the port used for the proxy.
Example: “48008”
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V/C Add Virtual NIC

VC Add Virtual NIC

Adds an additional virtual NIC to a VMware VM.
Component
Ve
VMware Virtual Center Name
Specifies the name of the Virtual Center server where the VM is located.
Example: "vmwareVvC"
VMware VM Name
Specifies the name of the VM to update.
Example: "vmware vm"
VMware Network Device Type
Specifies the VMware network device type to add.
Example: "E1000"
VMware Network
Specifies the VMware network to add the new NIC to.

Example: "VMNetwork"
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VC Add VM Disk

VC Add VM Disk

Adds an additional disk to a VMware VM.
Component
Ve
VMware VC Name
Specifies the name of the Virtual Center server where the VM is located.
Example: "vmwareVvC"
VMware VM Name
Specifies the name of the VM to update.
Example: "vmware vm"
VMware Datastore Name
Specifies the name of the datastore where the VM resides.
Example: "storagel (1)"
Disk Size
Specifies the size of the disk to add in megabytes.
Example: "150"
Thin Provisioning
Indicates whether to provision as a thin disk.

Default: "false"

VC Job Status

The VC Job Status connector is superseded by the Imaging Job Status (see page 21)
connector.

124 CA Process Automation Connector Reference Guide



V/C Remove Virtual NIC

VC Remove Virtual NIC

Removes a virtual NIC from a VMware VM.
Component
vC
VMware Virtual Center Name
Specifies the name of the Virtual Center server where the VM is located.
Example: "vmwareVvC"
VMware VM Name
Specifies the name of the VM to update.
Example: "vmware vm"
VMware Virtual NIC Key
Specifies the key of the VMware virtual NIC to remove.

Example: "4001"

VC Update VM CPU

Updates the vCPUs in a VMware VM.
Component
vC
VMware Datacenter Name
Specifies the data center name where the VM resides.
Example: "vmware datacenter"
VMware ESX Hostname
Specifies the ESX hostname where the VM resides.
Example: "esxhost.company.com"
VMware VM Name
Specifies the name of the VM to update.
Example: "vmware vm"
CPU Value
Specifies the number of CPUs to use. Available values are 1, 2, 4, or 8.

Example: "1"
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VC Update VM Memory

VC Update VM Memory

Updates the memory in a VMware VM.
Component
vC
VMware Datacenter Name
Specifies the data center name where the VM resides.
Example: "vmware datacenter"
VMware ESX Hosthame
Specifies the ESX hostname where the VM resides.
Example: "esxhost.company.com"
VMware VM Name
Specifies the name of the VM to update.
Example: "vmware vm"
CPU Value
Specifies the number of CPUs to use. Available values are 1, 2, 4, or 8.

Example: "1"
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Chapter 12: Software Delivery Connectors

This chapter describes the Software Delivery connectors.

This section contains the following topics:

Add Personality (see page 127)

Check Software Delivery Status (see page 128)
Get Software Package List (see page 129)

Get Software Package Procedure (see page 129)
ITCM Add Computer (see page 129)

ITCM Get Software Job Status (see page 131)
ITCM OS Image List (see page 131)

ITCM OS Imaging Parameters (see page 132)
ITCM Server Info (see page 132)

Provision OSIM Image (see page 133)

Add Personality

Adds a new personality.

Component
sda

SD Host Name
Specifies the target server where the software package is delivered.
Example: “localhost.anycompany.com”

SD Package Name

Specifies the name of the package as it appears in the CA Server Automation Ul. Use
this name without the version number.

Example: “CCA Agent Solaris”
SD Package Version
Specifies the version for the software package.
Example: “r5.0”
SD Procedure
Specifies the procedure that the connector performs.

Example: “Install”
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Check Software Delivery Status

SD Procedure Type
Specifies the type of procedure that the connector performs.
Example: “INSTALL”

SD Target Machine User
Specifies a user with administrator privileges for the target server.
Example: “root” or “Administrator”

SD Target Machine Password
Specifies the password for the user.
Example: “rootpassword” or “Adminpassword”

SD Operating System Type
Specifies the operating system installed in the target server.
Example: “Solaris”

SD Scalability Server
(Optional) Specifies the scalability server related to the software delivery server.
Example: “remotehost.anycompany.com”

ITCM Server
Specifies the CA ITCM server to use.

Example: "anyhost.co.com"

Check Software Delivery Status

Verifies the status of a software delivery package.
Component

sda
SD Job ID

Specifies the unique identifier for a software package job ID generated by the Add
Personality connector.

Example: “1234”
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Get Software Package List

Get Software Packade List

Gets the available software package list.
Component

sda
ITCM Server

Specifies the CA ITCM server to use.

Example: "anyhost.co.com"

Get Software Package Procedure

Gets the available software package procedures.
Component
sda
ITCM Server
Specifies the CA ITCM server to use.
Example: "anyhost.co.com"
SD Software Package ID
Specifies the unique identification for a package.

Example: “EC30FD7386F34E1F8F09B084F5FBF7CB”

ITCM Add Computer

Adds a new computer system to the CA ITCM repository.
Component

sda
System Name

Specifies the name of the system.
System Description

(Optional) Specifies a description for the system.
System IP

Specifies the IP address to assign to the system.
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ITCM Add Computer

System MAC Address
Specifies the MAC address to assign to the system.
Example: "000d5612B1FF"
OS Type
Specifies the operating system type to apply to the system.
Default: "any"
OS Image
Specifies the operating system image to use for the system.
ITCM Server
Specifies the CA ITCM server to use.
Example: "anyhost.co.com"
AM Agent
Indicates whether to deploy an AM agent.
Default: "false"
AM Performance Agent
Indicates whether to deploy an AM performance agent.
Example: "false"
AM Software Usage Agent
Indicates whether to deploy an AM software usage agent.
Example: "false"
DTS Agent
Indicates whether to deploy a DTS agent.
Example: "false"
Remote Control Agent
Indicates whether to deploy a remote control agent.
Example: "false"
SD Agent
Indicates whether to deploy a software delivery agent.
Example: "false"
System ID
(Optional) Specifies the system ID.
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ITCM Get Software Job Status

Boot Server
(Optional) Specifies the boot server to use for OS installation.
Example: "localhost.com"

OS Category
(Optional) Specifies a numeric OS category to apply to the system.

Example: "0"

ITCM Get Software Job Status

The ITCM Get Software Job Status connector is superseded by the Imaging Job Status
(see page 21) connector.

ITCM OS Image List

Gets the available list of OS images in a CA ITCM server.
Component
sda
SD Session ID
Not currently implemented.
ITCM Server
Specifies the CA ITCM server to use.

Example: "anyhost.co.com"
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ITCM 0OS Imaging Parameters

ITCM 0OS Imaging Parameters

Gets the OS images parameters in a CA ITCM server.
Component
sda
ITCM Server
Specifies the CA ITCM server to use.
Example: "anyhost.co.com"
SD OS Image Name
Specifies the software delivery OS image name.
Example: "ITCM Windows 2008"
SD OS Category Id
Specifies the CA ITCM OS category to use.
Example: “ITCM Windows 2008"

ITCM Server Info

Gets information about the CA ITCM server.
Component

sda
ITCM Server

Specifies the CA ITCM server to use.

Example: "anyhost.co.com"
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Provision OSIM Image

Provision OSIM Image

Creates an OSIM image.
Component
img
ITCM Server
Specifies the CA ITCM server to use.
Example: "anyhost.co.com"
Target Machine
Specifies the name of the machine to provision.
Example: “TestServer”
Target User Name
Specifies the administrator name for the new machine.
Example: “administrator”
Target Password
Specifies a password for the administrator user.
Example: “password”
Image Name
Specifies the template name to use to provision.
Target Machine MAC Address
Specifies the MAC address for the new machine.
Example: “000d5612B1FF”
Auto Deploy Agent
Indicates whether to trigger agent delivery after provisioning.
Example: “Yes”, “No”
Scalability Server
(Optional) Specifies a fully qualified name.

Example: “localhost.anycompany.com”
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Chapter 13: SSRM Connectors

This chapter describes the Reservation Manager connectors.

This section contains the following topics:

SSRM Cancel Reservation (see page 135)
SSRM Check System Availability (see page 136)
SSRM Create Reservation (see page 137)
SSRM Extend Reservation (see page 139)
SSRM Get Data Software (see page 140)

SSRM Get Data Template (see page 141)

SSRM Get Res Status (see page 142)

SSRM Get Resrc Pool (see page 143)

SSRM Get System Requirements (see page 144)
SSRM Get VM Res Name (see page 145)

SSRM Return Res System (see page 145)

SSRM Verify User (see page 146)

SSRM Cancel Reservation

Cancels an existing reservation.
Component
caresman
SSRM Username
Specifies the name of the Reservation Manager user.
Example: “ssrm_user”
SSRM Reservation ID
Specifies the ID of the reservation.

Example: “2”
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SSRM Check System Availability

SSRM Check System Availability

Verifies the system availability for a Reservation Manager reservation.
Component
caresman
SSRM Username
Specifies the name of the Reservation Manager user.
Example: “ssrm_user”
SSRM Org Unit
Specifies the Reservation Manager organizational unit.
Example: “Public”
SSRM Start DateTime

Specifies the date and time to start verifying the availability window. Define the
time in a 24 hour clock, and provide the Zulu timezone.

Example: “2010-10-15 12:00:00Z"
SSRM End DateTime

Specifies the date and time to stop verifying the availability window. Define the
time in a 24 hour clock, and provide the Zulu timezone.

Example: “2010-10-16 12:00:002”
SSRM System Image ID

Specifies the system image ID (VM template) defined in the Reservation Manager
system.

Example: “4939434-49493843-sd”

SSRM Resource Count
Specifies the number of systems to create during this reservation.
Example: "1"

SSRM Min CPUs

Specifies the number of CPUs to assign to each reserved system. Available values
arel, 2,or4.

Example: "1"
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SSRM Create Reservation

SSRM Min Memory

Specifies the minimum amount of memory assigned to the reserved system. This
value is controlled based on the Reservation Manager image value.

Example: "1024"
SSRM Min Disk

Specifies the minimum size of reserved system disk. This value is controlled based
on the Reservation Manager image value.

Example: "6GB"
SSRM Resource Pool
Specifies the resource pool where the reservation resides.

Example: “ssrm-demo”

SSRM Create Reservation

Creates a reservation in Reservation Manager.
Component
caresman
SSRM Username
Specifies the name of the Reservation Manager user.
Example: “ssrm_user”
SSRM Org Unit Name
Specifies the Reservation Manager organizational unit.
Example: “Public”
SSRM Start DateTime

Specifies the date and time to start verifying the availability window. Define the
time in a 24 hour clock, and provide the Zulu timezone.

Example: “2010-10-15 12:00:00Z”
SSRM End DateTime

Specifies the date and time to stop verifying the availability window. Define the
time in a 24 hour clock, and provide the Zulu timezone.

Example: “2010-10-16 12:00:00Z”
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SSRM System Image ID

Specifies the system image ID (VM template) defined in the Reservation Manager
system.

Example: “4939434-49493843-sd”
SSRM Project ID

(Optional) Specifies a user created project ID from the project management tool.
SSRM Notes

(Optional) Specifies notes for this reservation.
SSRM Send Notifications

Specifies the email address of the user to receive notification when this reservation
is ready.

SSRM Save As Template
(Optional) Indicates whether to save this reservation as a template for future use.
SSRM Template Description

(Optional) Specifies a description for the template when the reservation is saved as
a template.

SSRM Resource Count
Specifies the number of systems to create during this reservation.
Example: "1"

SSRM Min CPUs

Specifies the number of CPUs to assign to each reserved system. Available values
arel, 2,or4.

Example: "1"
SSRM Min Memory

Specifies the minimum amount of memory assigned to the reserved system. This
value is controlled based on the Reservation Manager image value.

Example: "1024"
SSRM Min Disk

Specifies the minimum size of reserved system disk. This value is controlled based
on the Reservation Manager image value.

Example: "6GB"
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SSRM Resource Pool
Specifies the resource pool where the reservation resides.
Example: “ssrm-demo”

SSRM Software Group

Specifies the Reservation Manager system where software packages can be
deployed in a reservation.

SSRM Add Disk 2-7

(Optional) Specifies information for additional disks. Values are represented as
100MB or 10GB.

SSRM Extend Reservation

Extends an existing reservation.

Component
caresman

SSRM Username
Specifies the name of the Reservation Manager user.
Example: “ssrm_user”

SSRM Is User Admin

Indicates whether the user is an administrator. Available values are "0" (false) or
"1" (true).

Example: "0"

SSRM Reservation ID
Specifies the ID of the reservation.
Example: “2”

SSRM Res Extension Time

Specifies the date and time to extend the reservation to. Use format
yyyy-mm-ddThh:mm:ssZ using the 24-hour clock.

Example: "2011-10-30T12:00:002"
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SSRM Get Data Software

Get the necessary software groups for a Reservation Manager reservation.
Component
caresman
SSRM Username
Specifies the name of the Reservation Manager user.
Example: “ssrm_user”
SSRM Org Unit Name
Specifies the Reservation Manager organizational unit.
Example: “Public”
Caller Type

Specifies the type of call made to obtain the available software groups defined in
the Reservation Manager system. The default value cannot be changed.

Default: “user”
Callback ID
Specifies the callback ID for this connector. The default value cannot be changed.
Default: “1”
CLS
Specifies the action to filter on. The default value cannot be changed.
Default: “SoftwareGroup”
Filter Type

Specifies the filter type to use in this connector. The default value cannot be
changed.

Default: “SelectorSet”
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SSRM Get Data Template

Gets the necessary system templates for a Reservation Manager reservation.
Component
caresman
SSRM Username
Specifies the name of the Reservation Manager user.
Example: “ssrm_user”
SSRM Org Unit Name
Specifies the Reservation Manager organizational unit.
Example: “Public”
Caller Type

Specifies the type of call made to obtain the available software groups defined in
the Reservation Manager system. The default value cannot be changed.

Default: “user”
Callback ID
Specifies the callback ID for this connector. The default value cannot be changed.
Default: “1”
CLS
Specifies the action to filter on. The default value cannot be changed.
Default: “Systemimage”
Filter Type

Specifies the filter type to use in this connector. The default value cannot be
changed.

Default: “SelectorSet”
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SSRM Get Res Status

Gets Reservation Manager reservation creation status.
Component
caresman
SSRM Username
Specifies the name of the Reservation Manager user.
Example: “ssrm_user”
SSRM Org Unit Name
Specifies the Reservation Manager organizational unit.
Example: “Public”
Caller Type

Specifies the type of call made to obtain the available software groups defined in
the Reservation Manager system. The default value cannot be changed.

Default: “user”
Callback ID
Specifies the callback ID for this connector. The default value cannot be changed.
Default: “1”
CLS
Specifies the action to filter on. The default value cannot be changed.
Default: “ReservationDetail”
Filter Type

Specifies the filter type to use in this connector. The default value cannot be
changed.

Default: “SelectorSet”
SSRM Reservation ID
Specifies the ID of the reservation.

Example: “2”
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SSRM Get Resrc Pool

Gets the resource pools for a Reservation Manager reservation.
Component
caresman
SSRM Username
Specifies the name of the Reservation Manager user.
Example: “ssrm_user”
SSRM Org Unit Name
Specifies the Reservation Manager organizational unit.
Example: “Public”
Caller Type

Specifies the type of call made to obtain the available software groups defined in
the Reservation Manager system. The default value cannot be changed.

Default: “user”
Callback ID
Specifies the callback ID for this connector. The default value cannot be changed.
Default: “1”
CLS
Specifies the action to filter on. The default value cannot be changed.
Default: “ResourcePool”
Filter Type

Specifies the filter type to use in this connector. The default value cannot be
changed.

Default: “SelectorSet”

Chapter 13: SSRM Connectors 143



SSRM Get System Requirements

SSRM Get System Requirements

Gets the necessary system requirements for a Reservation Manager reservation.
Component
caresman
SSRM Username
Specifies the name of the Reservation Manager user.
Example: “ssrm_user”
SSRM Org Unit Name
Specifies the Reservation Manager organizational unit.
Example: “Public”
Caller Type

Specifies the type of call made to obtain the available software groups defined in
the Reservation Manager system. The default value cannot be changed.

Default: “user”
Callback ID
Specifies the callback ID for this connector. The default value cannot be changed.
Default: “1”
CLS
Specifies the action to filter on. The default value cannot be changed.
Default: “MaxAllowedResources”
Filter Type

Specifies the filter type to use in this connector. The default value cannot be
changed.

Default: “SelectorSet”

SSRM Image ID
Specifies the system ID assigned to the VM templates.
Example: “3940930-3949349-3948934"

144 CA Process Automation Connector Reference Guide



SSRM Get VM Res Name

SSRM Get VM Res Name

Returns the VM name for a reservation.

Component
caresman

SSRM Username
Specifies the name of the Reservation Manager user.
Example: “ssrm_user”

SSRM Org Unit Name
Specifies the Reservation Manager organizational unit.
Example: “Public”

SSRM Reservation ID
Specifies the ID of the reservation.

Example: “2”

SSRM Return Res System

Returns a reserved system for either a single or multi system reservation.
Component
caresman
SSRM Username
Specifies the name of the Reservation Manager user.
Example: “ssrm_user”
SSRM Reservation ID
Specifies the ID of the reservation.
Example: “2”
SSRM Reservation System Name
Specifies the name of the system in a multi-VM reservation to return.

Example: "vm_name"
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SSRM Verify User

Verifies that a user can create Reservation Manager reservations.
Component

caresman
SSRM Username

Specifies the name of the Reservation Manager user.

Example: “ssrm_user”
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Chapter 14: Storade Connectors

This chapter describes the Storage connectors.

Storade Clone LUN

Component
spm
Source LUN
Source LUN path to be cloned.
Destination Initiator ID
Specifies the initiator of the destination machine to associate with the LUN.
Example: ign.1998-01.com.vmware:LODLC1036-48da6238
Storage Server Name
Specifies the name of the storage server
Example: Hostname.com
Storage Server Username
Specifies the name of user on Storage Server.
Example: ca_user
Storage Server Password
Specifies the storage server user’s password.
Example: ca_password
Storage Server Protocol
Specifies the protocol to access Storage Server. HTTP or HTTPS. Default is ‘HTTP’
Example: HTTP
Storage Server Port
Specifies the storage Server port number. Default is 8088.
Example: 8088
Storage Server Timeout

Specifies the timeout in seconds to wait for a response from Storage Server.
Default is 600

Example: 600
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Storage Create Group

Component
spm

Group Name
Specifies the name of Group to create.
Example: groupl

Parent Group (Opt.)
Specifies the parent group name
Example: pgroupl

Contact (Opt.)
Specifies the email address of owner.
Example: owner@compnay.com

Owner (Opt.)
Specifies the name of group owner.
Example: ownerl

Storage Server Name
Specifies the name of the storage server
Example: Hostname.com

Storage Server Username
Specifies the name of user on Storage Server.
Example: ca_user

Storage Server Password
Specifies the storage server user’s password.
Example: ca_password

Storage Server Protocol
Specifies the protocol to access Storage Server. HTTP or HTTPS. Default is ‘HTTP’
Example: HTTP

Storage Server Port
Specifies the storage Server port number. Default is 8088.

Example: 8088
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Storage Server Timeout

Specifies the timeout in seconds to wait for a response from Storage Server.
Default is 600

Example: 600

Storage Create IP Space

Component
spm

IP Space Name
Specifies the name of new IP Space.
Example: mylpSpace

Host Name :
Specifies the host name for new IP Space.
Example: myhost

Storage Server Name
Specifies the name of the storage server
Example: Hostname.com

Interface List
Specifies the comma separated list of interfaces.
Example: e0d-101

Storage Server Username
Specifies the name of user on Storage Server.
Example: ca_user

Storage Server Password
Specifies the storage server user’s password.
Example: ca_password

Storage Server Protocol
Specifies the protocol to access Storage Server. HTTP or HTTPS. Default is ‘HTTP’
Example: HTTP

Storage Server Port
Specifies the storage Server port number. Default is 8088.

Example: 8088
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Storage Server Timeout

Specifies the timeout in seconds to wait for a response from Storage Server.
Default is 600

Example: 600

Storage Create NAS Datastore

Creates a NAS (NFS, CIFS, MixedMode) datastore.
Component
vC
vCenter Name
Specifies the fully qualified domain name (FQDN) of the VMware vCenter server.
Example: “vpm-vc0l.domain.com”
ESX Name
Specifies the fully qualified domain name (FQDN) of the ESX Server.
Example: “esxhost.com”
Datastore Name
Specifies the name of the datastore.
Example: “mystore10”
Access Mode

Specifies the access mode for the mount point. Available values are “readOnly” or
“readWrite”.

Example: “readOnly”
Host Name
Specifies the host running the NFS server.
Example: “nfsserverhost01”
Host Path
Specifies the remote path of the NFS mount point.
Example: “/vol/nfsmountpoint_01/nfsmountpoint”
Type
Specifies the type of NAS volume. Available values are "CIFS" or "NFS".
Default: "NFS"
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Storage Create SAN Datastore

Storage Create SAN Datastore

Creates a SAN (FCP, SCSI) datastore.
Component
Ve
vCenter Name
Specifies the fully qualified domain name (FQDN) of the VMware vCenter server.
Example: “vpm-vc0l.domain.com”
ESX Name
Specifies the fully qualified domain name (FQDN) of the ESX Server.
Example: “esxhost.com”
Datastore Name
Specifies the name of the datastore.
Example: “mystore10”
Device Path
Specifies the storage path.
Example: "/vmfs/devices/disks/naa.01"
Block Size
Specifies the block size of the datastore. Available values are 1, 2, 4, or 8.

Example: “2”

Storage Create vFiler

Component
spm
vFiler Name
Specifies the name of the vFiler.
Example: “somevfiler”
Resource

Specifies the name or identifier of the hosting filer or resource pool from which to
provision a new vFiler.

Example: resourcepooll
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Dry Run Mode

Specifies the provisioning dry run mode. None: provision without dry run. Only: dry
run only. Both: provision with dry run.

Example: Both
IP Address (Opt.)

Specifies the IP address of the new vFiler. This element is not required only when
the APl is run in dry run mode.

Example: 127.0.0.1

IP Space (Opt.)
Specifies the name of IP Space to use for vFiler.
Example: mylPSpacel

Allow Protocol (Opt.)
Specifies the protocol that the vFiler supports. Specify 'CIFS', 'SCSI', 'or 'NFS'.
Example: SCSI

CIFS Domain User (Opt.)
Specifies the username for CIFS domain access.
Example: domainUser22

CIFS Domain User Password (Opt.)
Specifies the password for CIFS domain access.
Example: domainPassword22

CIFS Workgroup (Opt.)
Specifies the CIFS Workgroup name.
Example: workgroup22

Run CIFS Setup (Opt.)

Indicates whether CIFS setup should be performed on the vFiler unit. Specify ‘True’
or ‘False’.

Example:
vFiler Root Password (Opt.)
Specifies the Root password of the new vFiler.

Example: rPassword123
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vFiler Script Path (Opt.)
Specifies the path to a script to run before and after setup mode when setting up the
vFiler unit.
Example: /opt/vFiler/setup
vFiler Template (Opt.)
Specifies the name or identifier of vFiler template.
Example: vFilerScript
Storage Server Name
Specifies the name of the storage server
Example: Hostname.com
Storage Server Username
Specifies the name of user on Storage Server.
Example: ca_user
Storage Server Password
Specifies the storage server user’s password.
Example: ca_password
Storage Server Protocol
Specifies the protocol to access Storage Server. HTTP or HTTPS. Default is ‘HTTP’
Example: HTTP
Storage Server Port
Specifies the storage Server port number. Default is 8088.
Example: 8088
Storage Server Timeout

Specifies the timeout in seconds to wait for a response from Storage Server.
Default is 600

Example: 600
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Storade Create VLAN

Component
spm
VLAN ID
Specifies the ID for new VLAN.
Example: 101
Host Name
Specifies the host for new VLAN.
Example: host123
Parent Interface
Specifies the interface that hosts the VLAN interface
Example: fid
Group Enabled (Opt.)
Specifies the GARP VLAN Registration Protocol. Values are ‘True’ of ‘False’
Example: False
Storage Server Name
Specifies the name of the storage server
Example: Hostname.com
Storage Server Username
Specifies the name of user on Storage Server.
Example: ca_user
Storage Server Password
Specifies the storage server user’s password.
Example: ca_password
Storage Server Protocol
Specifies the protocol to access Storage Server. HTTP or HTTPS. Defaultis ‘HTTP’
Example: HTTP
Storage Server Port
Specifies the storage Server port number. Default is 8088.

Example: 8088
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Storage Server Timeout

Specifies the timeout in seconds to wait for a response from Storage Server.
Default is 600

Example: 600

Storade Delete Group

Component
spm
Group Name
Specifies the name of Group to delete.
Example: myGroup123
Storage Server Name
Specifies the name of the storage server
Example: Hostname.com
Storage Server Username
Specifies the name of user on Storage Server.
Example: ca_user
Storage Server Password
Specifies the storage server user’s password.
Example: ca_password
Storage Server Protocol
Specifies the protocol to access Storage Server. HTTP or HTTPS. Default is ‘HTTP’
Example: HTTP
Storage Server Port
Specifies the storage Server port number. Default is 8088.

Example: 8088

Storage Server Timeout

Specifies the timeout in seconds to wait for a response from Storage Server.
Default is 600

Example: 600
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Storadge Delete IP Space

Component
spm
IP Space Name
Specifies the name of IP Space to delete.
Example: myipspacel23
IP Space Hostname
Specifies the name of the storage host where the object will be deleted.
Example: myhost123
Storage Server Name
Specifies the name of the storage server
Example: Hostname.com
Storage Server Username
Specifies the name of user on Storage Server.
Example: ca_user
Storage Server Password
Specifies the storage server user’s password.
Example: ca_password
Storage Server Protocol
Specifies the protocol to access Storage Server. HTTP or HTTPS. Default is ‘HTTP’
Example: HTTP
Storage Server Port
Specifies the storage Server port number. Default is 8088.

Example: 8088

Storage Server Timeout

Specifies the timeout in seconds to wait for a response from Storage Server.
Default is 600

Example: 600
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Storage Delete vFiler

Storade Delete vFiler

Component
spm

vFiler Name
Specifies the name of vFiler to Delete
Example: myvFiler123

Storage Server Name
Specifies the name of the storage server
Example: Hostname.com

Storage Server Username
Specifies the name of user on Storage Server.
Example: ca_user

Storage Server Password
Specifies the storage server user’s password.
Example: ca_password

Storage Server Protocol
Specifies the protocol to access Storage Server. HTTP or HTTPS. Default is ‘HTTP’
Example: HTTP

Storage Server Port
Specifies the storage Server port number. Default is 8088.
Example: 8088

Storage Server Timeout

Specifies the timeout in seconds to wait for a response from Storage Server.
Default is 600

Example: 600

Storage Delete VLAN

Component
spm
VLAN Hosthame
Specifies the host for the VLAN.

Example: vlanhost123
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VLAN ID
Specifies the ID of VLAN. Range: 1..4094.
Example: 123
VLAN Parent Interface
Specifies the name of the interface that hosts the VLAN interface.
Example: eOb
Storage Server Name
Specifies the name of the storage server
Example: Hostname.com
Storage Server Username
Specifies the name of user on Storage Server.
Example: ca_user
Storage Server Password
Specifies the storage server user’s password.
Example: ca_password
Storage Server Protocol
Specifies the protocol to access Storage Server. HTTP or HTTPS. Default is ‘HTTP’
Example: HTTP
Storage Server Port
Specifies the storage Server port number. Default is 8088.
Example: 8088
Storage Server Timeout

Specifies the timeout in seconds to wait for a response from Storage Server.
Default is 600

Example: 600
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Storade Deprovision

Deprovisions a dataset.
Component
spm
Dataset Name
Specifies the name of the dataset.
Example: “mydataset-01”
NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”
NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0—HTTP
1-HTTPS
Default: “0”

Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).

Default: “1”
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Storade Discover

Discovers storage objects such as datasets and resource pools.
Component
spm
Type
Specifies the type of object to discover. The available values are:
0 — Dataset
1 —Resource Pool
2 — Provision Policy
3 —Storage Service
4 — vFiler
6 — Storage System
Default: “0”
Filter

Specifies the XPath type filter to specify the criteria for data returned where a
subset of all data is desired. This filter is a key and value pairing that works with two
possible keys (name or type). For instance, if you want a list of all datasets that start
with "QAtest" enter name=QAtest*. If you want a list of SAN or NAS provisioning
policies, enter type=san or type=nas.

Example: “name=test*”
Detail

Specifies the level of detail to return. The available values are:

0 — Basic
1-Simple
2 — Complete

Storage Discover has several objects it can discover and the details of each object
are different. Basic returns minimal information (such as name and description).
Simple includes more information than Basic. Complete returns the most detailed
information.

Default: “0”
NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.

Example: “host01.domain.com”
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NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0-HTTP
1-HTTPS
Default: “0”
Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”

Storade Get Available SCSI Disks

Get a list of the available SCSI disks.
Component
vC
vCenter Name
Specifies the fully qualified domain name (FQDN) of the VMware vCenter server.

Example: “vpm-vc0l.domain.com”
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ESX Name
Specifies the fully qualified domain name (FQDN) of the ESX Server.
Example: “esxhost.com”
Datastore Index
(Optional) Specifies the name of the datastore index.
Example: “datastore-0001”
To obtain the datastore index:

1. Navigate to Start -> Programs -> CA -> CA Server Automation - > CA Server
Automation Command Prompt.

2. Enter the following command:

C:\CA\productname\bin>caaipaomwsclient /enumerate=CA Datastore
/queryFilter="Select * from CA Datastore where ElementName='datastore'"
/user=user /password=password

Replace datastore with the name of the datastore, replace user and password
with credentials for a CA Server Automation authorized user.

Use the value returned by 'Index' as the datastore index.

Storade Get Host HBA

Get a list of the host bus adapters (HBAs).
Component
vC
vCenter Name
Specifies the fully qualified domain name (FQDN) of the VMware vCenter server.
Example: “vpm-vc0l.domain.com”
ESX Name
Specifies the fully qualified domain name (FQDN) of the ESX Server.

Example: “esxhost.com”

Storade List Targets

Component

spm
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Target Type

Specifies 'CIFS' for CIFS domain list. Specify 'FCTarget' for Fibre Channel Target Port
Information. Specify ‘CIFS’ or ‘FCTarget’.

Example: CIFS
Storage Server Name
Specifies the name of the storage server
Example: Hostname.com
Storage Server Username
Specifies the name of user on Storage Server.
Example: ca_user
Storage Server Password
Specifies the storage server user’s password.
Example: ca_password
Storage Server Protocol
Specifies the protocol to access Storage Server. HTTP or HTTPS. Default is ‘HTTP’
Example: HTTP
Storage Server Port
Specifies the storage Server port number. Default is 8088.
Example: 8088
Storage Platform Type
Specifies the storage platform type. NetApp or EMC. Default is NetApp.
Example: NetApp
Storage Server Timeout

Specifies the timeout in seconds to wait for a response from Storage Server.
Default is 600

Example: 600
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Storade LUN Break

Breaks a LUN through Snapmirror (the NetApp data replication option).
Component
spm
Destination Volume
Specifies a volume or LUN to receive information.
Example: “uservol01”
Destination Filer
Specifies a storage host for vFiler and LUN.
Example: “destfiler”
NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”
NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0—HTTP
1—-HTTPS
Default: “0”
Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”
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Storage LUN Status

Gets the status of an update LUN action.

Component
spm

Destination Filer
Specifies a storage host for vFiler and LUN.
Example: “destfiler”

Destination Volume
Specifies a volume or LUN to receive information.
Example: “uservol01”

NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”

NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0—HTTP
1—-HTTPS
Default: “0”
Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”
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Storage Move

Performs a completed move (including both vFiler and LUN) and runs the following
actions:

m  Storage LUN Break

m  Storage LUN Status

m  Storage Move LUN

m  Storage vFiler Active

m  Storage vFiler Resync
m  Storage vFiler Status

m  Storage vFiler Stop

m  Storage vlLan Interface

m  Storage Volume Offline

Note: Set up the Disaster Recovery LUN and vFiler before running this command.
Component
spm
Source Volume
Specifies the volume or LUN.
Example: “uservoll”
Source Filer
Specifies the original storage host containing vFiler and LUN.
Example: “sourcefiler01”
Destination Volume
Specifies a volume or LUN to receive information.
Example: “uservol01”
Destination Filer
Specifies a storage host for vFiler and LUN.
Example: “destfiler”
vFiler Name
Specifies the name of the vFiler.

Example: “somevfiler”
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vFiler VLAN
Specifies the virtual LAN ID of the vFiler.
Example: “e0b”
Remote Filer User Name
Specifies a user name to log in to the remote storage host.
Example: “username”
Remote Filer Password
Specifies the password for the user name.
Example: “password01”
Synchronous

Indicates whether to perform a synchronous Snapmirror transfer (Snapmirror must
be licensed). Available values are "true" or "false".

Default: “false”

NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”

NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”
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NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0—-HTTP
1-HTTPS
Default: “0”

Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”

Storade Move LUN

Moves storage (vFiler and LUN) from one to another through Snapmirror (the NetApp
data replication option).

Note: This connector uses the NetApp Disaster Recovery option. The destination vFiler
and LUN must be set up and ready to accept information. Set up the Disaster Recovery
LUN before running this command.

Component
spm
Source Filer
Specifies the original storage host containing vFiler and LUN.
Example: “sourcefiler01”
Source Volume
Specifies the volume or LUN.
Example: “uservol1”
Destination Filer
Specifies a storage host for vFiler and LUN.
Example: “destfiler”
Destination Volume
Specifies a volume or LUN to receive information.
Example: “uservol01”
NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.

Example: “host01.domain.com”
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NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0-HTTP
1-HTTPS
Default: “0”
Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”
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Storade Provision and Attach CIFS

Provision CIFS dataset and attach it to a physical or virtual machine.
Component

spm
Target Server ModelPath

Specifies the ModelPath of the server from CA Server Automation.

Example:
“https://localhost/aip/AOM/root/cimv2:CA_ComputerSystem.CreationClassName=
\"CA_ComputerSystem\",Name=\"3c16db00-405a-11e0-9207-0800200c9a66\"

To obtain the target server ModelPath:

1. Navigate to Start -> Programs -> CA -> CA Server Automation - > CA Server
Automation Command Prompt.

2. Enter the following command:

C:\CA\productname\bin>caaipaomwsclient /enumerate=CA ComputerSystem
/queryFilter="Select Name from CA ComputerSystem where
ElementName='server name'" /user=user /password=password

Replace server_name with the name of the server. Replace user and password
with credentials for the CA Server Automation authorized user.

3. Use the value returned by 'Name' in the target server ModelPath.
Name
Specifies the name to use for the dataset and datastore.
Example: “mydataset-01”"
Size in MB
Specifies the size of storage to create in megabytes.
Example: “5000”
Description
(Optional) Specifies a text description for the dataset.
Example: “my dataset”
Owner
(Optional) Specifies the owner of the dataset.
Example: “OwnerName”
Provisioning Policy
Specifies the NetApp policy to use when creating the dataset.

Example: “NAS_policy”

170 CA Process Automation Connector Reference Guide



Storage Provision and Attach CIFS

Resource Pool Name
Specifies the resource pool to use for the dataset.
Example: “lodnetapp10z”
Resource Pool ID
(Optional) Specifies the ID of the resource pool.
Example: “1234”
Group
(Optional) Specifies a group name to use to group the provisioned storage.
Example: “group01”
Container
(Optional) Specifies the name of the storage container in which to add the dataset.
Example: “stor_container01”
vFiler Name
(Optional) Specifies the name of the vFiler.
Example: “lodnetapp40”
vFiler IP Address
(Optional) Specifies the IP address of the vFiler.
Example: “123.456.7.89”
vFiler Network Mask
(Optional) Specifies the network mask of the vFiler.
Example: “23”
Dry Run Mode
Specifies whether to perform a test of provisioning. Available values are:
0 — None (performs the provision without performing Dry Run)

1 - Dry Run Only (pseudo provisioning (failure prediction) that verifies the specified
parameters)

2 — Provision with Dry Run (performs pseudo provisioning and provisioning)
Default: “0”

CIFS Domain
Specifies the name of the CIFS domain.

Example: “somedomain.com”
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CIFS User
Specifies the CIFS user name.
Default: "everyone"
CIFS User Permissions
Specifies CIFS user permissions. Available values are:
0 — No Access
1 - Full Control
2 —Read
3 —Change
Default: “1”
Time Zone
(Optional) Specifies a time zone for the dataset.
Example: “GMT-5"
Contact

(Optional) Specifies email addresses for contact information. Separate multiple
email addresses with commas.

Example: userl@company.com, user2@company.com
Call Asynchronously

Indicates whether calls return immediately or wait for commands to return. When
"true", calls return immediately and you must verify the JobStatus.

Default: “false”

Attach Username
Specifies the user name to connect to the host to mount storage.
Example: "username"

Attach Password
Specifies the user password to connect to the host to mount storage.
Example: "password"

Attach Location
(Optional) Specifies the directory on which to mount storage.
Example: "/vol/userdir/userdir01"

CIFS Attach Username
Specifies the CIFS user name authorized in the domain.

Example: “user23”
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CIFS Attach Password
Specifies the password for the CIFS user name.
Example: “password”
NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”
NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0—HTTP
1-HTTPS
Default: “0”

Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”
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Storadge Provision and Attach FCP

Provision an FCP dataset and attach it to the datastore.
Component
spm
Target Server ModelPath
Specifies the ModelPath of the server from CA Server Automation.

Example:
“https://localhost/aip/AOM/root/cimv2:CA_ComputerSystem.CreationClassName=
\"CA_ComputerSystem\",Name=\"3c16db00-405a-11e0-9207-0800200c9a66\"

To obtain the target server ModelPath:

1. Navigate to Start -> Programs -> CA -> CA Server Automation - > CA Server
Automation Command Prompt.

2. Enter the following command:

C:\CA\productname\bin>caaipaomwsclient /enumerate=CA ComputerSystem
/queryFilter="Select Name from CA ComputerSystem where
ElementName='server name'" /user=user /password=password

Replace server_name with the name of the server. Replace user and password
with credentials for the CA Server Automation authorized user.

3. Use the value returned by 'Name' in the target server ModelPath.
Name
Specifies the name to use for the dataset and datastore.
Example: “mydataset-01”"
Size in MB
Specifies the size of storage to create in megabytes.
Example: “5000”
Description
(Optional) Specifies a text description for the dataset.
Example: “my dataset”
Owner
(Optional) Specifies the owner of the dataset.
Example: “OwnerName”
Provisioning Policy
Specifies the NetApp policy to use when creating the dataset.

Example: “NAS_policy”
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Resource Pool Name
Specifies the resource pool to use for the dataset.
Example: “lodnetapp10z”

Resource Pool ID
(Optional) Specifies the ID of the resource pool.
Example: “1234”

Group
(Optional) Specifies a group name to use to group the provisioned storage.
Example: “group01”

Container
(Optional) Specifies the name of the storage container in which to add the dataset.
Example: “stor_container01”

vFiler Name
(Optional) Specifies the name of the vFiler.
Example: “lodnetapp40”

vFiler IP Address
(Optional) Specifies the IP address of the vFiler.
Example: “123.456.7.89”

vFiler Network Mask
(Optional) Specifies the network mask of the vFiler.
Example: “23”

Initial Snapshot Size
Specifies the initial size of the snapshot in megabytes.
Default: "0"

Max Snapshot Size
Specifies the maximum size of the snapshot in megabytes.
Default: "0"

World Wide Port Host
(Optional) Specifies the host that owns the initiator.

Example: “somehost”
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World Wide Port ID
(Optional) Specifies the initiator ID on a host to which to map a LUN.
Example: 00:00:00:00:00:00:00:00

World Wide Port OS

(Optional) Specifies the operating system type of the initiator host. Available values

are:
0 - VMWARE
1-AIX

2 —HP-UX

3 —Linux

4 —Solaris

5 — Netware

6 —Windows

7 — Windows_2008
8 — Windows_GPT
Default: “0”
Dry Run Mode
Specifies whether to perform a test of provisioning. Available values are:
0 — None (performs the provision without performing Dry Run)

1 - Dry Run Only (pseudo provisioning (failure prediction) that verifies the specified
parameters)

2 — Provision with Dry Run (performs pseudo provisioning and provisioning)
Default: “0”
Time Zone
(Optional) Specifies a time zone for the dataset.
Example: “GMT-5"
Contact

(Optional) Specifies email addresses for contact information. Separate multiple
email addresses with commas.

Example: userl@company.com, user2@company.com
Call Asynchronously

Indicates whether calls return immediately or wait for commands to return. When
"true", calls return immediately and you must verify the JobStatus.

Default: “false”
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NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”

NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0—HTTP
1-HTTPS
Default: “0”

Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”
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Storade Provision and Attach NAS

Provision a NAS dataset and attach it to the datastore.
Component
spm
Target Server ModelPath
Specifies the ModelPath of the server from CA Server Automation.

Example:
“https://localhost/aip/AOM/root/cimv2:CA_ComputerSystem.CreationClassName=
\"CA_ComputerSystem\",Name=\"3c16db00-405a-11e0-9207-0800200c9a66\"

To obtain the target server ModelPath:

1. Navigate to Start -> Programs -> CA -> CA Server Automation - > CA Server
Automation Command Prompt.

2. Enter the following command:

C:\CA\productname\bin>caaipaomwsclient /enumerate=CA ComputerSystem
/queryFilter="Select Name from CA ComputerSystem where
ElementName='server name'" /user=user /password=password

Replace server_name with the name of the server. Replace user and password
with credentials for the CA Server Automation authorized user.

3. Use the value returned by 'Name' in the target server ModelPath.
Name
Specifies the name to use for the dataset and datastore.
Example: “mydataset-01”"
Size in MB
Specifies the size of storage to create in megabytes.
Example: “5000”
Description
(Optional) Specifies a text description for the dataset.
Example: “my dataset”
Owner
(Optional) Specifies the owner of the dataset.
Example: “OwnerName”
Provisioning Policy
Specifies the NetApp policy to use when creating the dataset.

Example: “NAS_policy”
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Resource Pool Name
Specifies the resource pool to use for the dataset.
Example: “lodnetapp10z”
Resource Pool ID
(Optional) Specifies the ID of the resource pool.
Example: “1234”
Group
(Optional) Specifies a group name to use to group the provisioned storage.
Example: “group01”
Container
(Optional) Specifies the name of the storage container in which to add the dataset.
Example: “stor_container01”
vFiler Name
(Optional) Specifies the name of the vFiler.
Example: “lodnetapp40”
vFiler IP Address
(Optional) Specifies the IP address of the vFiler.
Example: “123.456.7.89”
vFiler Network Mask
(Optional) Specifies the network mask of the vFiler.
Example: “23”
Disable Set UID
Indicates whether to ignore attempts to enable the SETUID.
Default: “false”
User

Specifies the user for root access. If the client accessing the export is not present in
the root access list for the export, the effective root user is the specified value.
Default value is 65534 which maps to user "nobody". Valid values are user names
not more than 255 characters or an integer ranging 0-65534.

Example: “someuser”
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NFS Export Path Security
Specifies the security type supported on exports. Available values are:
0-None
1 — Unix Style (SYS)
2 — Kerberos v5
3 — KRB5I - Kerberos v5
4 — KRB5P - Kerberos v5
Default: “0”
Max Data Size
Specifies the maximum storage space in megabytes.
Example: “4000”
Read Only

Indicates whether all hosts get read-only permissions on NFS exports. Available
values are “true” and “ false”.

Default: “false”

Hostname
Specifies the host to grant NFS permissions.
Example: “somehost”

Host Privilege

Specifies the permission granted to the host on the NFS export path. Available
values are:

0 — Read-only

1 - Write

2 — Root

Example: “2”
Host Exception

Indicates whether the host specified in the NFS host information is the exception to
the host privilege specified. Available values are “true” or “false”.

Example: “true”
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Dry Run Mode
Specifies whether to perform a test of provisioning. Available values are:
0 — None (performs the provision without performing Dry Run)

1 - Dry Run Only (pseudo provisioning (failure prediction) that verifies the specified
parameters)

2 — Provision with Dry Run (performs pseudo provisioning and provisioning)
Default: “0”
Time Zone
(Optional) Specifies a time zone for the dataset.
Example: “GMT-5"
Contact

(Optional) Specifies email addresses for contact information. Separate multiple
email addresses with commas.

Example: userl@company.com, user2@company.com
Call Asynchronously

Indicates whether calls return immediately or wait for commands to return. When
"true", calls return immediately and you must verify the JobStatus.

Default: “false”
NFS User Name

(Optional for ESX host and vCenter Cluster; otherwise required) Specifies the user
name to connect to the host to mount storage.

Example: “user01”
NFS User Password

(Optional for ESX host and vCenter Cluster; otherwise required) Specifies the
password for the NFS user name.

Example: “password01”
NFS Mount Point
Specifies the directory on which to mount storage.
Example: “/vol/userdir/userdir01”
NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.

Example: “host01.domain.com”
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NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0-HTTP
1-HTTPS
Default: “0”
Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”
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Storage Provision and Attach SCSI

Provision a SCSI dataset and attach it to the datastore.
Component
spm
Target Server ModelPath
Specifies the ModelPath of the server from CA Server Automation.

Example:
“https://localhost/aip/AOM/root/cimv2:CA_ComputerSystem.CreationClassName=
\"CA_ComputerSystem\",Name=\"3c16db00-405a-11e0-9207-0800200c9a66\"

To obtain the target server ModelPath:

1. Navigate to Start -> Programs -> CA -> CA Server Automation - > CA Server
Automation Command Prompt.

2. Enter the following command:

C:\CA\productname\bin>caaipaomwsclient /enumerate=CA ComputerSystem
/queryFilter="Select Name from CA ComputerSystem where
ElementName='server name'" /user=user /password=password

Replace server_name with the name of the server. Replace user and password
with credentials for the CA Server Automation authorized user.

3. Use the value returned by 'Name' in the target server ModelPath.
Name
Specifies the name to use for the dataset and datastore.
Example: “mydataset-01”"
Size in MB
Specifies the size of storage to create in megabytes.
Example: “5000”
Description
(Optional) Specifies a text description for the dataset.
Example: “my dataset”
Owner
(Optional) Specifies the owner of the dataset.
Example: “OwnerName”
Provisioning Policy
Specifies the NetApp policy to use when creating the dataset.

Example: “NAS_policy”
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Resource Pool Name
Specifies the resource pool to use for the dataset.
Example: “lodnetapp10z”

Resource Pool ID
(Optional) Specifies the ID of the resource pool.
Example: “1234”

Group
(Optional) Specifies a group name to use to group the provisioned storage.
Example: “group01”

Container
(Optional) Specifies the name of the storage container in which to add the dataset.
Example: “stor_container01”

vFiler Name
(Optional) Specifies the name of the vFiler.
Example: “lodnetapp40”

vFiler IP Address
(Optional) Specifies the IP address of the vFiler.
Example: “123.456.7.89”

vFiler Network Mask
(Optional) Specifies the network mask of the vFiler.
Example: “23”

Initial Snapshot Size
Specifies the initial size of the snapshot in megabytes.
Default: "0"

Maximum Snapshot Size
Specifies the maximum size of the snapshot in megabytes.
Default: "0"

Initiator Host
Specifies the host that owns the initiator.

Example: “somehost.ca.com”

184 CA Process Automation Connector Reference Guide



Storage Provision and Attach SCSI

Initiator ID
Specifies an initiator ID on a host to which to map a LUN.
Example: "ign.01.com.vmware:host01"

Initiator Host Type

Specifies the operating system type of the initiator host. Available values are:

0 - VMWARE
1-AIX

2 —HP-UX

3 —Linux

4 —Solaris

5 —Netware

6 —Windows

7 — Windows_2008
8 — Windows_GPT
Default: “0”

Call Asynchronously

Indicates whether calls return immediately or wait for commands to return. When
"true", calls return immediately and you must verify the JobStatus.

Default: “false”

Dry Run Mode
Specifies whether to perform a test of provisioning. Available values are:
0 — None (performs the provision without performing Dry Run)

1 - Dry Run Only (pseudo provisioning (failure prediction) that verifies the specified
parameters)

2 — Provision with Dry Run (performs pseudo provisioning and provisioning)
Default: “0”
Attach Username
Specifies the user name to connect to the host to mount storage.
Example: "username"

(Optional for ESX host and vCenter Cluster; otherwise required)
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Attach Password
Specifies the user password to connect to the host to mount storage.
Example: "password"
(Optional for ESX host and vCenter Cluster; otherwise required)
Attach Location
(Optional) Specifies the directory on which to mount storage.
Example: "/vol/userdir/userdir01"
Time Zone
(Optional) Specifies a time zone for the dataset.
Example: “GMT-5"
Contact

(Optional) Specifies email addresses for contact information. Separate multiple
email addresses with commas.

Example: userl@company.com, user2@company.com

NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”

NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

186 CA Process Automation Connector Reference Guide



Storage Provision CIFS

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0-HTTP
1-HTTPS
Default: “0”
Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).

Default: “1”

Storade Provision CIFS

Provision a new CIFS dataset.

Component
spm

Dataset Name
Specifies the name of the dataset.
Example: “mydataset-01"

Storage Size in MB
Specifies the size of storage to create in megabytes.
Example: “5000”

Storage Description
(Optional) Specifies a text description for the dataset.
Example: “This is my dataset.”

Storage Owner
(Optional) Specifies the owner of the dataset.
Example: “OwnerName”

Storage Provisioning Policy
Specifies the NetApp Policy to use during creation of the dataset.
Example: “NAS_policy”

Storage Resource Pool
Specifies the resource pool to use for the dataset.

Example: “lodnetapp10z”
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Storage Resource ID
(Optional) Specifies the resource pool ID.
Example: “1234”
Storage Group
(Optional) Specifies a name used to group the provisioned storage.
Example: “group01”
Storage Container
(Optional) Specifies the name of the storage container to which to add the dataset.
Example: “stor_container01”
vFiler Name
(Optional) Specifies the name of the vFiler.
Example: “lodnetapp40”
vFiler IP Address
(Optional) Specifies the IP address of the vFiler.
Example: “123.456.7.89”
vFiler Network Mask
(Optional) Specifies the network mask of the vFiler.
Example: “23”
CIFS Domain
Specifies the name of the CIFS domain.
Example: “somedomain.com”
CIFS User
Specifies the CIFS user name.
Default: "everyone"
CIFS User Permissions
Specifies CIFS user permissions. Available values are:
0 — No Access

1 — Full Control

2 — Read
3 - Change
Default: “1”
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Dry Run Mode
Specifies whether to perform a test of provisioning. Available values are:
0 — None (performs the provision without performing Dry Run)

1 - Dry Run Only (pseudo provisioning (failure prediction) that verifies the specified
parameters)

2 — Provision with Dry Run (performs pseudo provisioning and provisioning)
Default: “0”
Time Zone
(Optional) Specifies a time zone for the dataset.
Example: “GMT-5"
Contact

(Optional) Specifies email addresses for contact information. Separate multiple
email addresses with commas.

Example: userl@company.com, user2@company.com

NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”

NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”
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NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0-HTTP
1-HTTPS
Default: “0”
Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).

Default: “1”

Storade Provision FCP

Provision a new Fiber Channel dataset.

Component
spm

Dataset Name
Specifies the name of the dataset.
Example: “mydataset-01"

Storage Size in MB
Specifies the size of storage to create in megabytes.
Example: “5000”

Storage Description
(Optional) Specifies a text description for the dataset.
Example: “This is my dataset.”

Storage Owner
(Optional) Specifies the owner of the dataset.
Example: “OwnerName”

Storage Provisioning Policy
Specifies the NetApp Policy to use during creation of the dataset.
Example: “NAS_policy”

Storage Resource Pool
Specifies the resource pool to use for the dataset.

Example: “lodnetapp10z”
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Storage Resource ID
(Optional) Specifies the resource pool ID.
Example: “1234”
Storage Group
(Optional) Specifies a name used to group the provisioned storage.
Example: “group01”
Storage Container
(Optional) Specifies the name of the storage container to which to add the dataset.
Example: “stor_container01”
vFiler Name
(Optional) Specifies the name of the vFiler.
Example: “lodnetapp40”
vFiler IP Address
(Optional) Specifies the IP address of the vFiler.
Example: “123.456.7.89”
vFiler Network Mask
(Optional) Specifies the network mask of the vFiler.
Example: “23”
Initiator Host
Specifies the host that owns the initiator.
Example: “somehost”
Initiator ID
Specifies an initiator ID on a host to which to map a LUN.

Example: "ign.01.com.vmware:host01"
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Initiator Host Type
Specifies the operating system type of the initiator host. Available values are:
0 - VMWARE
1-AIX
2 — HP-UX
3 — Linux
4 —Solaris
5 - Netware
6 —Windows
7 — Windows_2008
8 — Windows_GPT
Default: “0”
Initial Snapshot Size
Specifies the initial size of the snapshot in megabytes.
Default: "0"
Max Snapshot Size
Specifies the maximum size of the snapshot in megabytes.
Default: "0"
Dry Run Mode
Specifies whether to perform a test of provisioning. Available values are:
0 — None (performs the provision without performing Dry Run)

1 - Dry Run Only (pseudo provisioning (failure prediction) that verifies the specified
parameters)

2 — Provision with Dry Run (performs pseudo provisioning and provisioning)
Default: “0”
Time Zone
(Optional) Specifies a time zone for the dataset.
Example: “GMT-5"
Contact

(Optional) Specifies email addresses for contact information. Separate multiple
email addresses with commas.

Example: userl@company.com, user2@company.com
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NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”

NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0—HTTP
1-HTTPS
Default: “0”

Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”

Storade Provision MixedMode

Provision a new MixedMode dataset.
Component

spm
Dataset Name

Specifies the name of the dataset.

Example: “mydataset-01”"
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Storage Size in MB
Specifies the size of storage to create in megabytes.
Example: “5000”
Storage Description
(Optional) Specifies a text description for the dataset.
Example: “This is my dataset.”
Storage Owner
(Optional) Specifies the owner of the dataset.
Example: “OwnerName”
Storage Provisioning Policy
Specifies the NetApp Policy to use during creation of the dataset.
Example: “NAS_policy”
Storage Resource Pool
Specifies the resource pool to use for the dataset.
Example: “lodnetapp10z”
Storage Resource ID
(Optional) Specifies the resource pool ID.
Example: “1234”
Storage Group
(Optional) Specifies a name used to group the provisioned storage.
Example: “group01”
Storage Container
(Optional) Specifies the name of the storage container to which to add the dataset.
Example: “stor_container01”
vFiler Name
(Optional) Specifies the name of the vFiler.
Example: “lodnetapp40”
vFiler IP Address
(Optional) Specifies the IP address of the vFiler.
Example: “123.456.7.89”
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vFiler Network Mask
(Optional) Specifies the network mask of the vFiler.
Example: “23”

Hostname
Specifies the host to grant NFS permissions.
Example: “somehost”

Host Privilege

Specifies the permission granted to the host on the NFS export path. Available
values are:

0 — Read-only

1 - Write

2 — Root

Example: “2”
Host Exception

Indicates whether the host specified in the NFS host information is the exception to
the host privilege specified. Available values are “true” or “false”.

Example: “true”
Disable Set UID
Indicates whether to ignore attempts to enable the SETUID.
Default: “false”
User Root Access
Specifies a user for root access.
Example: “someuser”
NFS Export Path Security
Specifies the security type supported on exports. Available values are:
0-None
1 — Unix Style (SYS)
2 — Kerberos v5
3 — KRB5I - Kerberos v5
4 — KRB5P - Kerberos v5

Default: “0”
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Max Data Size
Specifies the maximum storage space in megabytes.
Example: “4000”

Read Only

Indicates whether all hosts get read-only permissions on NFS exports. Available
values are “true” and “ false”.

Default: “false”
Domain
Specifies the name of the MixedMode domain.
Example: “somedomain.com”
Domain User
Specifies the domain user name.
Default: "everyone"
Domain Permission
Specifies domain user permissions. Available values are:
0 — No Access
1 - Full Control
2 —Read
3 —Change
Default: “1”
Dry Run Mode
Specifies whether to perform a test of provisioning. Available values are:
0 — None (performs the provision without performing Dry Run)

1 - Dry Run Only (pseudo provisioning (failure prediction) that verifies the specified
parameters)

2 — Provision with Dry Run (performs pseudo provisioning and provisioning)
Default: “0”

Time Zone
(Optional) Specifies a time zone for the dataset.

Example: “GMT-5"
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Contact

(Optional) Specifies email addresses for contact information. Separate multiple
email addresses with commas.

Example: userl@company.com, user2@company.com

NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”

NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0—HTTP
1—-HTTPS
Default: “0”

Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”
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Storadge Provision NFS

Provision a new NFS dataset.
Component
spm
Dataset Name
Specifies the name of the dataset.
Example: “mydataset-01”
Storage Size in MB
Specifies the size of storage to create in megabytes.
Example: “5000”
Storage Description
(Optional) Specifies a text description for the dataset.
Example: “This is my dataset.”
Storage Owner
(Optional) Specifies the owner of the dataset.
Example: “OwnerName”
Storage Provisioning Policy
Specifies the NetApp Policy to use during creation of the dataset.
Example: “NAS_policy”
Storage Resource Pool
Specifies the resource pool to use for the dataset.
Example: “lodnetapp10z”
Storage Resource ID
(Optional) Specifies the resource pool ID.
Example: “1234”
Storage Group
(Optional) Specifies a name used to group the provisioned storage.
Example: “group01”
Storage Container
(Optional) Specifies the name of the storage container to which to add the dataset.

Example: “stor_container01”
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vFiler Name
(Optional) Specifies the name of the vFiler.
Example: “lodnetapp40”

vFiler IP Address
(Optional) Specifies the IP address of the vFiler.
Example: “123.456.7.89”

vFiler Network Mask
(Optional) Specifies the network mask of the vFiler.
Example: “23”

Hostname
Specifies the host to grant NFS permissions.
Example: “somehost”

Host Privilege

Specifies the permission granted to the host on the NFS export path. Available
values are:

0 — Read-only

1 - Write

2 —Root

Example: “2”
Host Exception

Indicates whether the host specified in the NFS host information is the exception to
the host privilege specified. Available values are “true” or “false”.

Example: “true”

Disable Set UID
Indicates whether to ignore attempts to enable the SETUID.
Default: “false”

User

Specifies the user for root access. If the client accessing the export is not present in
the root access list for the export, the effective root user is the specified value.
Default value is 65534 which maps to user "nobody". Valid values are user names
not more than 255 characters or an integer ranging 0-65534.

Example: “someuser”
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NFS Export Path Security
Specifies the security type supported on exports. Available values are:
0-None
1 — Unix Style (SYS)
2 — Kerberos v5
3 — KRB5I - Kerberos v5
4 — KRB5P - Kerberos v5
Default: “0”
Max Data Size
Specifies the maximum storage space in megabytes.
Example: “4000”
Read Only

Indicates whether all hosts get read-only permissions on NFS exports. Available
values are “true” and “ false”.

Default: “false”

Dry Run Mode
Specifies whether to perform a test of provisioning. Available values are:
0 — None (performs the provision without performing Dry Run)

1 — Dry Run Only (pseudo provisioning (failure prediction) that verifies the specified
parameters)

2 — Provision with Dry Run (performs pseudo provisioning and provisioning)
Default: “0”
Time Zone
(Optional) Specifies a time zone for the dataset.
Example: “GMT-5"
Contact

(Optional) Specifies email addresses for contact information. Separate multiple
email addresses with commas.

Example: userl@company.com, user2@company.com
NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.

Example: “host01.domain.com”
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NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0-HTTP
1-HTTPS
Default: “0”
Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”

Storade Provision SCSI

Provision a new SCSI dataset.
Component
spm
Dataset Name
Specifies the name of the dataset.
Example: “mydataset-01”"
Storage Size in MB
Specifies the size of storage to create in megabytes.

Example: “5000”
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Storage Description
(Optional) Specifies a text description for the dataset.
Example: “This is my dataset.”
Storage Owner
(Optional) Specifies the owner of the dataset.
Example: “OwnerName”
Storage Provisioning Policy
Specifies the NetApp Policy to use during creation of the dataset.
Example: “NAS_policy”
Storage Resource Pool
Specifies the resource pool to use for the dataset.
Example: “lodnetapp10z”
Storage Resource ID
(Optional) Specifies the resource pool ID.
Example: “1234”
Storage Group
(Optional) Specifies a name used to group the provisioned storage.
Example: “group01”
Storage Container
(Optional) Specifies the name of the storage container to which to add the dataset.
Example: “stor_container01”
vFiler Name
(Optional) Specifies the name of the vFiler.
Example: “lodnetapp40”
vFiler IP Address
(Optional) Specifies the IP address of the vFiler.
Example: “123.456.7.89”
vFiler Network Mask
(Optional) Specifies the network mask of the vFiler.

Example: “23”
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Initiator Host
Specifies the host that owns the initiator.
Example: “somehost.ca.com”
Initiator ID
Specifies an initiator ID on a host to which to map a LUN.
Example: "ign.01.com.vmware:host01"
Initiator Host Type

Specifies the operating system type of the initiator host. Available values are:

0-VMWARE
1-AIX

2 —HP-UX

3 —Linux

4 —Solaris

5 — Netware

6 —Windows

7 — Windows_2008
8 — Windows_GPT
Default: “0”
Initial Snapshot Size
Specifies the initial size of the snapshot in megabytes.
Default: "0"
Maximum Snapshot Size
Specifies the maximum size of the snapshot in megabytes.
Default: "0"
Dry Run Mode
Specifies whether to perform a test of provisioning. Available values are:
0 — None (performs the provision without performing Dry Run)

1 - Dry Run Only (pseudo provisioning (failure prediction) that verifies the specified
parameters)

2 — Provision with Dry Run (performs pseudo provisioning and provisioning)

Default: “0”
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Time Zone
(Optional) Specifies a time zone for the dataset.
Example: “GMT-5"

Contact

(Optional) Specifies email addresses for contact information. Separate multiple
email addresses with commas.

Example: userl@company.com, user2@company.com

NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”

NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0-HTTP
1-HTTPS
Default: “0”
Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”
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Storade Remove Datastore

Removes an existing datastore.
Component
vC
vCenter Name
Specifies the fully qualified domain name (FQDN) of the VMware vCenter server.
Example: “vpm-vc0l.domain.com”
ESX Name
Specifies the fully qualified domain name (FQDN) of the ESX Server.
Example: “esxhost.com”
Datastore Index
(Optional) Specifies the name of the datastore index.
Example: “datastore-0001”
To obtain the datastore index:

1. Navigate to Start -> Programs -> CA -> CA Server Automation - > CA Server
Automation Command Prompt.

2. Enter the following command:

C:\CA\productname\bin>caaipaomwsclient /enumerate=CA Datastore
/queryFilter="Select * from CA Datastore where ElementName='datastore'"
/user=user /password=password

Replace datastore with the name of the datastore, replace user and password
with credentials for a CA Server Automation authorized user.

3. Use the value returned by 'Index' as the datastore index.

Storade Rescan Host HBA

Rescans all host HBAs or a specific host HBA.
Component
vC
vCenter Name
Specifies the fully qualified domain name (FQDN) of the VMware vCenter server.

Example: “vpm-vc01l.domain.com”
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ESX Name
Specifies the fully qualified domain name (FQDN) of the ESX Server.
Example: “esxhost.com”

Device HBA Name
(Optional) Specifies the device HBA (Host Bus Adapter) name.

Example: “devicehba01”

Storage Resize

Resizes an existing dataset.
Component
spm
Dataset Name
Specifies the name of the dataset.
Example: “mydataset-01"
New Size
Specifies the new size of the dataset.
Example: “15000”
Maximum Capacity
Specifies the new maximum capacity value for a flexible volume.
Example: ”2000”
Snapshot Reserve Percentage
Specifies the percentage of volume space reserved for snapshot copies.
Default: “0%"
NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”
NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
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NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0—HTTP
1-HTTPS
Default: “0”
Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”

Storade Update Dataset

Component
spm

Dataset Name
Specifies the dataset name to update.
Example: mydataset23

Update Mode

Specifies 'Attach' to attach Dataset to a Storage Service. Specify 'Detach' to detach
a Dataset from a Storage Service.

Example: Attach
Storage Service
Specifies the name of storage Service.

Example: stgService45
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Dryrun Mode

Specifies the 'None' provision without dry run. 'Only', dry run only. 'Both’,
provision with dry run.

Example: None

Node Name
Specifies the name of the node in the data protection policy.
Example: node789

Old Node Name

Specifies the name of the old data protection policy node to be mapped to the new
data protection policy node

Example: node987
Storage Server Name
Specifies the name of the storage server
Example: Hostname.com
Storage Server Username
Specifies the name of user on Storage Server.
Example: ca_user
Storage Server Password
Specifies the storage server user’s password.
Example: ca_password
Storage Server Protocol
Specifies the protocol to access Storage Server. HTTP or HTTPS. Default is ‘HTTP’
Example: HTTP
Storage Server Port
Specifies the storage Server port number. Default is 8088.
Example: 8088
Storage Server Timeout

Specifies the timeout in seconds to wait for a response from Storage Server.
Default is 600

Example: 600
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Storade Update Group

Component
spm

Group Name
Specifies the Group name to update
Example: mygroup123

Update Mode

Specifies 'Add' to add member to Group. Specify 'Remove' to remove Member
from Group.

Example: Add
Member
Specifies the name of member to add or remove.
Example: member123
Storage Server Name
Specifies the name of the storage server
Example: Hostname.com
Storage Server Username
Specifies the name of user on Storage Server.
Example: ca_user
Storage Server Password
Specifies the storage server user’s password.
Example: ca_password
Storage Server Protocol
Specifies the protocol to access Storage Server. HTTP or HTTPS. Default is ‘HTTP’
Example: HTTP
Storage Server Port
Specifies the storage Server port number. Default is 8088.

Example: 8088

Storage Server Timeout

Specifies the timeout in seconds to wait for a response from Storage Server.
Default is 600

Example: 600
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Storade Update IP Space

Component

spm
IP Space Name

Specifies the name of IP space to Update.
Update Mode

Specifies 'Assign' to add interface to IP Space. Specify 'Unassign’ to remove
Interface from IP Space.

Example: Assign
Hostname
Specifies the name of the storage host where the IP Space is on.
Example: host123
Interface List
Specifies the List of Interfaces for the IP Space.
Example: eOb
Storage Server Name
Specifies the name of the storage server
Example: Hostname.com
Storage Server Username
Specifies the name of user on Storage Server.
Example: ca_user
Storage Server Password
Specifies the storage server user’s password.
Example: ca_password
Storage Server Protocol
Specifies the protocol to access Storage Server. HTTP or HTTPS. Default is ‘HTTP’
Example: HTTP
Storage Server Port
Specifies the storage Server port number. Default is 8088.

Example: 8088
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Storage Server Timeout

Specifies the timeout in seconds to wait for a response from Storage Server.
Default is 600

Example: 600

Storade Update vFiler

Component
spm
vFiler Name
Specifies the name of the vFiler.

Example: “somevfiler”

Allow Protocol (Opt.)
Specifies the protocol that the vFiler supports. Specify 'CIFS', 'SCSI', 'FCP', or 'NFS'.
Example: SCSI

CIFS Domain User (Opt.)
Specifies the Username for CIFS domain access.
Example: domainUser22

CIFS Domain User Password (Opt.)
Specifies the password for CIFS domain access.
Example: domainPassword22

CIFS Workgroup (Opt.)
Specifies the CIFS Workgroup name.
Example: workgroup22

Run CIFS Setup (Opt.)

Indicates whether CIFS setup should be performed on the vFiler unit. Specify ‘True’
or ‘False’.

vFiler Root Password (Opt.)
Specifies the Root password of the new vFiler.

Example: rPassword123
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vFiler Script Path (Opt.)
Specifies the path to a script to run before and after setup mode when setting up the
vFiler unit.
Example: /opt/vFiler/setup
vFiler Template (Opt.)
Specifies the name or identifier of vFiler template.
Example: vFilerScript
Storage Server Name
Specifies the name of the storage server
Example: Hostname.com
Storage Server Username
Specifies the name of user on Storage Server.
Example: ca_user
Storage Server Password
Specifies the storage server user’s password.
Example: ca_password
Storage Server Protocol
Specifies the protocol to access Storage Server. HTTP or HTTPS. Default is ‘HTTP’
Example: HTTP
Storage Server Port
Specifies the storage Server port number. Default is 8088.
Example: 8088
Storage Server Timeout

Specifies the timeout in seconds to wait for a response from Storage Server.
Default is 600

Example: 600
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Storade vFiler Active

Activates the vFiler.

Note: Set up the Disaster Recovery vFiler before running this command.
Component
spm
Destination Filer
Specifies a storage host for vFiler and LUN.
Example: “destfiler”
Source Filer
Specifies the original storage host containing vFiler and LUN.
Example: “sourcefiler01”
vFiler Name
Specifies the name of the vFiler.
Example: “somevfiler”
NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”
NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”
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NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0—-HTTP
1-HTTPS
Default: “0”

Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”

Storage vFiler Resync

Resyncs the vFiler.

Note: Set up the Disaster Recovery vFiler before running this command.
Component
spm
Source Filer
Specifies the original storage host containing vFiler and LUN.
Example: “sourcefiler01”
Destination Filer
Specifies a storage host for vFiler and LUN.
Example: “destfiler”
vFiler Name
Specifies the name of the vFiler.
Example: “somevfiler”
vFiler VLAN
Specifies the virtual LAN ID of the vFiler.
Example: “e0b”
Remote Filer User
Specifies a user name to log in to the remote storage host.

Example: “someuser”
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Remote Filer Password
Specifies the password for the user name.
Example: “password01”

Synchronous

Indicates whether to perform a synchronous Snapmirror transfer (Snapmirror must
be licensed). Available values are "true" or "false".

Default: “false”

NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”

NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0-HTTP
1-HTTPS
Default: “0”
Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”
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Storade vFiler Status

Gets the status of the resync vFiler action.

Note: Set up the Disaster Recovery LUN and vFiler before running this command.
Component
spm
Source Filer
Specifies the original storage host containing vFiler and LUN.
Example: “sourcefiler01”
Destination Filer
Specifies a storage host for vFiler and LUN.
Example: “destfiler”
vFiler Name
Specifies the name of the vFiler.
Example: “somevfiler”
NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”
NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”
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NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0—-HTTP
1-HTTPS
Default: “0”

Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).

Default: “1”

Storage vFiler Stop

Stops a vFiler.

Note: Set up the Disaster Recovery LUN and vFiler before running this command.
Component
spm
Source Filer
Specifies the original storage host containing vFiler and LUN.
Example: “sourcefiler01”
vFiler Name
Specifies the name of the vFiler.
Example: “somevfiler”
NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”
NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”
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NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0-HTTP
1—-HTTPS
Default: “0”
Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”

Storage vLan Interface

Sets the network interface for vLan.

Note: Set up the Disaster Recovery LUN and vFiler before running this command.
Component
spm
Source Filer
Specifies the original storage host containing vFiler and LUN.
Example: “sourcefiler01”
vFiler VLAN
Specifies the virtual LAN ID of the vFiler.
Example: “e0b”
NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”
NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
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NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0—HTTP
1-HTTPS
Default: “0”

Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”

Storade Volume Offline

Takes the volume offline.

Note: Set up the Disaster Recovery LUN and vFiler before running this command.
Component
spm
Source Volume
Specifies the volume or LUN.
Example: “uservol1”
Source Filer
Specifies the original storage host containing vFiler and LUN.
Example: “sourcefiler01”
vFiler Name
Specifies the name of the vFiler.

Example: “somevfiler”
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NetApp Server Name
(Optional) Specifies the name of the NetApp DataFabric Manager.
Example: “host01.domain.com”

NetApp Server Username

(Optional) Specifies the name of the user authorized to connect to the NetApp
DataFabric Manager.

Example: “user01”
NetApp Server User Password

(Optional) Specifies the password for the user authorized to connect to the NetApp
DataFabric Manager.

Example: “password01”

NetApp Server Port
(Optional) Specifies the port number the NetApp DataFabric Manager uses.
Example: “8088”

NetApp Server Protocol

(Optional) Specifies the protocol used to access the NetApp DataFabric Manager.
Available values are:

0—HTTP
1-HTTPS
Default: “0”
Storage Platform Type
Specifies the storage platform type. The only possible value is “1” (NetApp).
Default: “1”

Storade VSC Create Datastore

Creates a datastore using NetApp Virtual Storage Console and
https://netapp_host:port/kamino/public/api

Component
/kamino/public/api
NetApp VSC Server
Specifies the server name or IP address where Virtual Storage Console is installed.

Example: vschost123
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VSC Port
Specifies the port number for Virtual Storage Console Service. Default is 8143
Example: 8143
Datastore Name
Specifies the Name for new Datastore.
Example: mydStore123
Datastore Type: Specify 'FCP, 'ISCSI', or 'NFS'.
Example: NFS
VMFS Block Size
Specifies the size of VMFS block in MB.
Example: 1
Datastore Size
Specifies the size of Datastore in MB.
Example: 2048
Target Object:
Specifies the vCenter Managed Object Reference to attach Datastore to.
Example: host-6680
Datastore Container Name:

For NFS, it is the aggregate. For VMFS, it is the volume name. When provisioning
against DFM, it is a Storage Service.

Example: stgServicel23
Thin Provision (Opt.) :

If set to 'True' then no space is guaranteed for the storage object. Speficy ‘True’ Or
‘False’.

Example: False
Enable Auto Grow (Opt.)

If set to 'True' Auto Grow Increment and Auto Grow Maximum values are enabled
on the volume. Specify ‘True’ or ‘False’.

Example: True
Autogrow Increment (Opt.)
Specifies the value in MB to grow the volume.

Example:
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Autogrow Maximum (Opt.)
Specifies the maximum size in MB the volume will grow.
Example: 20480

NetAppController
Specifies the Hostname or IP address of NetApp Controller.
Example: 192.168.0.55

NetAppController Username
Specifies the Username for NetApp Controller. Does NOT need to be 'root'.
Example: user123

NetAppController Username’s Password
Specifies the Password of User on NetApp Controller
Example: password123

vFiler (Opt.)
Specifies the Vfiler Name.
Example: filer123

vCenter Host Name
Specifies the host name where vCenter is installed.
Example: vcenterhost123

vCenter Port
Specifies the port number for vCenter. Default is 443.
Example: 443

vCenter Username
Specifies the username to access vCenter.
Example: user444

vCenter Username’s Password
Specifies the password for vCenter username.

Example: password444
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Storage VSC Destroy Datastore

Destroys a datastore using NetApp Virtual Storage Console and
https://netapp_host:port/kamino/public/api

Component
/kamino/public/api
NetApp VSC Server
Specifies the server name or IP address where Virtual Storage Console is installed.
Example: vschost123
VSC Port
Specifies the port number for Virtual Storage Console Service. Default is 8143
Example: 8143
Datastore Name
Specifies the name of datastore to delete.
Example: dstore123
vCenter MOR
Specifies the vCenter Managed Object Reference of Datastore to delete.
Example: datastore-1234
NetAppController
Specifies the Hostname or IP address of NetApp Controller.
Example: 192.168.0.55
NetAppController Username
Specifies the Username for NetApp Controller. Does NOT need to be 'root'.
Example: user123
NetAppController Username’s Password
Specifies the Password of User on NetApp Controller
Example: password123
NetAppController Protocol
Specifies 'HTTPS' or 'HTTP'. Defaultis HTTPS
Example: HTTP
vFiler (Opt.)
Specifies the Vfiler Name.

Example: filer123
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vCenter Host Name
Specifies the host name where vCenter is installed.
Example: vcenterhost123

vCenter Port
Specifies the port number for vCenter. Default is 443.
Example: 443

vCenter Username
Specifies the username to access vCenter.
Example: user444

vCenter Username’s Password
Specifies the password for vCenter username.

Example: password444

Storage VSC Get Object Reference

Get vCenter managed object reference for a specific object name and type using
https://netapp_host:port/kamino/public/api

Component
/kamino/public/api
NetApp VSC Server
Specifies the Server name or IP address where Virtual Storage Console is installed.
Example: vschost123
VSC Port
Specifies the port number for Virtual Storage Console Service. Default is 8143
Example: 8143
Object Name
Specifies the vCenter object name.
Example: host1234
vCenter Object Type

Specifies the vCenter object type. Specify ‘Datacenter’, ‘Datastore’, ‘Folder’, ‘Virtual
Machine’, ‘Resource Pool’, ‘Host System’.

Example: Datastore
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vCenter Host Name
Specifies the host name where vCenter is installed.
Example: vcenterhost123
vCenter Port
Specifies the port number for vCenter. Default is 443.
Example: 443
vCenter Username
Specifies the username to access vCenter.
Example: userd44
vCenter Username’s Password
Specifies the password for vCenter username.

Example: password444

Storade VSC Resize Datastore

Resizes a datastore using NetApp Virtual Storage Console and
https://netapp_host:port/kamino/public/api

Component
/kamino/public/api
NetApp VSC Server
Specifies the Server name or IP address where Virtual Storage Console is installed.
Example: vschost123
VSC Port
Specifies the port number for Virtual Storage Console Service. Default is 8143
Example: 8143
New Datastore Size
Specifies the new size of Datastore in MB.
Example: 20480
vCenter MOR
Specifies the vCenter Managed Object Reference of Datastore to delete.

Example: datastore-1234
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NetAppController
Specifies the Hostname or IP address of NetApp Controller.
Example: 192.168.0.55

NetAppController Username
Specifies the Username for NetApp Controller. Does NOT need to be 'root'.
Example: user123

NetAppController Username’s Password
Specifies the Password of User on NetApp Controller
Example: password123

NetAppController Protocol
Specifies 'HTTPS' or 'HTTP'. Default is HTTPS
Example: HTTP

vFiler (Opt.)
Specifies the Vfiler Name.
Example: filer123

vCenter Host Name
Specifies the host name where vCenter is installed.
Example: vcenterhost123

vCenter Port
Specifies the port number for vCenter. Default is 443.
Example: 443

vCenter Username
Specifies the username to access vCenter.
Example: user444

vCenter Username’s Password
Specifies the password for vCenter username.

Example: password444
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Chapter 15: CA Process Automation Use
Cases

Use cases are internal names assigned to the processes that perform automation steps
based on CA Process Automation operators, methods, and custom operators (CA Server
Automation connectors).

The CA Server Automation installation media provides use cases for the CA Process
Automation integration. This chapter describes the names of the use case processes, the
CA Server Automation connectors called by the use cases, and additional comments.

This section contains the following topics:

AlmostGoldBlackAndWhite Process (see page 227)
AlmostGoldByService Process (see page 229)
ConfigurationAudit Process (see page 230)
CyberMonday Process (see page 231)
CyberMondayPowerDown Process (see page 232)
LoginInfoProc Process (see page 232)

Server Automation Disk Usage Process (see page 233)
Server Automation SQL Pct Free Process (see page 234)
SSRM VM Reservation Process (see page 234)

Storage Provision VM Image Process (see page 236)

AlmostGoldBlackAndWhite Process

The use case determines whether a particular server contains all required components
and has no invalid applications.

CA Server Automation Connectors Called

m  Query Service Controller

m  Get All Components

m  Start Script

m  Create Event

m  Create Ticket
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Comments

For the use case, you must create the following files:
®  newcore2.lst

®m  unacceptablecomponents.lst

newcore2.Ist

T+

Black-list Components (BL)

These components MUST exist on the target server
and are version-specific
CC -- represents the core components

component hame

H O OHF O ¥F OH O O H X

version number

T+

CC:Windows:5.2

CC:Java Web Application:2.4
CC:Java Web Application:2.4
CC:Java Web Application:2.3
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unacceptablecomponents.list

++

# Black-list Components (BL)

#

#  These components MUST exist on the target server
# and are version-specific

# BL -- represents the black list components

# component name

# version number

H
H

BL:VMware Server:2.*

#BL:CA Threat Manager:*.*
BL:winamp:*

BL:JRE 1.2 or 1.3 (Windows):1.3.1_02
#BL:Log4J):1.2.8

AlmostGoldByService Process

The use case lists the systems in a CA Server Automation service. After the list is
created, the AlmostGoldBlackAndWhite use case is called to determine if all the
required components are present.

CA Server Automation Connectors Called

m  Query Service Controller

m  Get Service Machine List

m  Almost Gold Black And White -- In detached mode

Connect Parameters

This process takes the following connect parameters:
T SVC_URL__

T SVC_USER__

T_SVC_PASSWORD__
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T_SVC_SERVICE__
T_SVC_COREFILE__
T_SVC_UNACCEP_FILE__

ConfidgurationAudit Process

The use case detects whether a particular server is in compliance with its baseline
standard.

CA Server Automation Connectors Called

m  Query Service Controller

m  Get All Cohesion Snapshots

m  Create Event

m  Create Ticket

m  Run Discovery Profile

®  Get Current Activity

m  Performance Change Detection
Connect Parameters

This process takes the following connect parameters:
T_SVC_URL__

T_SVC_USER__

T_SVC_PASSWORD__

T_SYSTEM_NAME__

T_SNAPSHOT_TYPE__
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CyberMonday Process

The use case brings on line a VM system from a source CA Server Automation service to

a target CA Server Automation service.

CA Server Automation Connectors Called

Query Service Controller

Get Service List

Run Process

Get Service Machine List
Power On VC System

Get Machine Status VC
Remove Machine From Service

Add Machine to Service

Connect Parameters

This process takes the following connect parameters:

T_SVC_URL__

T_SVC_USER__

T_SVC_PASSWORD__

T_SVC_STANDBY_SERVICE__

T_SVC_SERVICE_TO__

T_SVC_VC_SERVER__

T_SVC_DATACENTER_NAME__

T_SVC_VM_MACHINE__
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CyberMondayPowerDown Process

The use case moves a VM system from a CA Server Automation service back to the
service that provided it during the CyberMonday use case. After the VM system has
been returned, the system is powered down.

CA Server Automation Connectors Called

m  Query Service Controller

m  Get Service List

®  Run Process

m  Get Service Machine List

m  Remove Machine From Service

m  Add Machine to Service

®m  Get Machine Status

m  (Create Event
Connect Parameters

This process takes the following connect parameters:
T_SVC_URL__

T_SVC_USER__

T_SVC_PASSWORD__

T_SVC_STANDBY_SERVICE__
T_SVC_DATACENTER_NAME__
T_SVC_VM_MACHINE__

T_SVC_SERVICE_TO__

T_SVC_VC_SERVER__

LoginInfoProc Process

The use case creates the indications and help desk tickets that are required by other use
cases that call it.

CA Server Automation Connectors Called

m  Query Service Controller

m  Create Event

m  Create Ticket
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Server Automation Disk Usage Process

Connect Parameters

This process takes the following connect parameters:
T_SVC_URL__

T_VC_EVENT_COMPONENT__
T_VC_EVENT_TIMESTAMP__
T_VC_EVENT_MESSAGE__
T_TICKET_TYPE_OF_REQUEST__

T_TICKET_ENTITY__

T_TICKET_DESCRIPTION__

T_TICKET_SUMMARY__

T_TICKET_USER__

Server Automation Disk Usade Process

The use case determines the amount of available disk space on the CA Server
Automation server.

CA Server Automation Connectors Called

m  Query Service Controller

m  Start Script (check disk space)

m  Create Event

m  Create Ticket
Connect Parameters

This process takes the following connect parameters:
T SVC_URL__

T_SVC_USER__

T_SVC_PASSWORD__

T_SVC_TOUCHPOINT__

T_SVC_LAG__

T_SVC_INTERVAL__

T_MIN_DISK_SIZE__

T_MIN_PERCENT _DISK_SIZE__

T SEC_DELAY__
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Server Automation SQL Pct Free Process

The use case verifies that the following databases have enough free space:

= AOM2
= DPM
m  tempdb

CA Server Automation Connectors Called
m  Query Service Controller
m  Start Script (Check DB Space Free)

m  Create Event
Connect Parameters

The process takes the following connect parameters:
T_SVC_URL__

T_SVC_USER__

T_SVC_PASSWORD__

T_SEC_DELAY__

T_DB_SERVER__

T DB_USER__

T_DB_PASSWORD__

T _DB_PORT _

T_DB_MIN_PCT FREE__

SSRM VM Reservation Process

The use case creates a CA Process Automation reservation with a VM-based template.

Users access this use case using the Reservation Manager start request form, which
gathers all the available Reservation Manager resource pools, software groups, and VM
templates.
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SSRM VM Reservation Process

After the information is gathered, users can see it in a form from which they can select
the desired VM template and the date and time for the reservation.

CA Server Automation Connectors Called

Query Service Controller

SSRM Get Resrc Pool

SSRM Get Data Software

SSRM Get Data Templates
SSRM Get System Requirements
SSRM Check System Availability
SSRM Create Reservation

SSRM Get Res Status

Connect Parameters

The process takes the following connect parameters:

T_SVC_URL__

T_SVC_USER__

T_SVC_PASSWORD__

T_SSRM_USERNAME__

T_SSRM_ORGUNIT__
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Storage Provision VM Imade Process

This use case adds additional storage to a vCenter server, and provisions a new VM with
the additional storage assigned. Storage is provisioned on NetApp using NFS export. A
VMware datastore is then created using the new NFS storage. A VM is then created on
the new storage.

The use case can start from the Start Form ‘Storage Provision VMware Image’.

CA Server Automation Connectors Called
m  Query Service Controller

m  Storage Provision NFS

m  Storage Create NAS Datastore

®  Provision VC Image

m  VClob Status

m  Publish Indication
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Connect Parameters

The process takes the following connect parameters:
T_SVC_URL__

T_SVC_USER__

T_SVC_PASSWORD__

T_STORAGE_VCENTER__

T_STORAGE_ESX__

T_STORAGE_DATASET__

T_STORAGE_DATASET_SIZE__

T_STORAGE_POLICY__

T_STORAGE_RES_POOL_

T_DATACENTER_NAME__ T_COMPUTE_RESOURCE_NAME__
T_STORAGE_TARGET_LOC__

T_CLONE_NAME__

T_TARGET_USERNAME__

T_TARGET_PASSWORD__

T_VM_NAME_CLONE_FROM__ (mutually exclusive with T_VC_TEMPLATE__)
T_VC_TEMPLATE__ (mutually exclusive with T_VM_NAME_CLONE_FROM__)
T_VC_SPECIFICATION__ (Optional)
T_NETAPP_SERVER_NAME__ (Optional)
T_NETAPP_SERVER_USERNAME__ (Optional)
T_NETAPP_SERVER_PASSWORD__ (Optional)
T_NETAPP_SERVER_PROTOCOL__ (Optional)
T_NETAPP_SERVER_PORT__ (Optional)
T_VC_DATASTORE_PAUSE__
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