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CA Technologies Product References

This document references the following CA products:
m  CAIDMS™/DB andthe CAIDMS family of products
m  CA Chorus™ Software Manager (CA CSM), formerly CA MSM

Contact CA Technologies

Contact CA Support

For your convenience, CA Technologies provides one sitewhere you canaccess the
information that you need for your Home Office, Small Business,and Enterprise CA
Technologies products. At http://ca.com/support, you canaccess the following
resources:

m  Onlineandtelephone contactinformation for technical assistanceand customer
services

®  Informationabout user communities and forums
m  Product and documentation downloads
m  CA Support policies and guidelines

m  Other helpful resources appropriate for your product
Providing Feedback About Product Documentation

If you have comments or questions about CA Technologies product documentation, you
cansend a message to techpubs@ca.com.

To providefeedback about CA Technologies product documentation, complete our
shortcustomer survey which is availableonthe CA Support website at
http://ca.com/docs.
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Best Practices Guide Process

These best practices arebased on customer experience reported through interviews
with development, technical support,andtechnical services. Therefore, many of these
best practices area collaborative effort stemming from customer feedback.

To continueto build onthis process, we encourage you to sharecommon themes of
product use that might benefit other users.Please consider sharingyour bestpractices
with us.

To shareyour best practices, contact us at techpubs@ca.com and preface your email
subjectlinewith "Best Practices for productname" so that we caneasilyidentifyand
categorize them.
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Chapter 1: Introduction

The guide introduces the CA Technologies mainframe management strategy and
features, and describes the best practices forinstallingand configuring your product.

The intended audience of this guideis systems programmers and administrators who
install, maintain, deploy, and configureyour product.

This section contains the followingtopics:

Active and Heartbeat Event Management through CA OPS/MVS EMA

CA Technologies mainframe products can automatically communicateboth active
status events and heartbeat events to CA OPS/MVS ina consistentmanner. The
enablingtechnology for this feature is through a generic event API call that CA
OPS/MVS provides to the other products so that they can communicate events to
CA OPS/MVS.

Two versions of this API call are provided to supportthis initiative:

m  An activestatus event API call thatallows other products to generate events
for the CA OPS/MVS EMA System State Manager (SSM) component when they
are starting, up, stopping, or down.

m A heartbeat API call thatallows other CA Technologies products to
communicate a normal, warning, or problem overall health status and
reasoningto CA OPS/MVS EMA on a regular interval.

After a CA Technologies product begins generating heart beat events for CA
OPS/MVS, CA OPS/MVS canalsoreactto the lack ofa heart beat event from
another CA Technologies product address space, treating this as anindication that
there is either a potential problem with the CA Technologies product address space,
or there is a larger system-level problem.

SSM is a built-in feature of CA OPS/MVS that uses aninternal relational data
framework to proactively monitor and manage started tasks, onlineapplications,
subsystems, JES initiators,and other z/OS resources including your CA Technologies
mainframe products.SSM compares the current state of onlinesystems, hardware
devices, and the other resources with their desired state, and then automatically
makes the necessary corrections when aresourceis notinits desired state. This
provides proactiveand reactive state management of critical resources. As
previously noted, SSM is particularly interested in receiving active status events
consistently fromall CA Technologies products when they are starting, up, stopping,
or down. Without this consistenttype of events, SSM must maintain separaterules
in CA OPS/MVS for each productunique messages that areassociated with starting
and stopping.
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Chapter 2: Installation Best Practices

This chapter is notintended to describeall installation considerations for CAIDMS. Its
purpose is tocomplement and not replacethe CA IDMS product documentation set.

This section contains the following topics:

Use Electronic Software Delivery (see page 9)

Check for Platform Requirements (see page 10)

Keep Current on CA Common Services (see page 10)

Use the AppropriateType of Configuration (seepage 11)

Use Naming Conventions (see page 12)

Upgrade All Dictionaries and Systems (see page 13)

Reference the CA IDMS Product Page on Support Online (see page 14)

Use Electronic Software Delivery

Download the installation files from ca.com/supportandinstall directly fromyour disk.
Business Value:

Usingelectronic software delivery (ESD) avoids ordering, shipping,and processing
physicaltapemedia to install CAIDMS. Using ESD is more timely, more cost-effective,
and environmentally friendly. Because ESD uses standard z/OS utilities to prepare the
productinstallationimageon your system there is noneed to learn new tools.

More Information:

For information aboutthe steps to download your CA products from the CA Support
Onlineweb sitefor installation usingtheenhanced ESD pax process, see the Mainframe
Enhanced Electronic Software Delivery Guide posted on the Download page of
ca.com/support.

For additionalinformation aboutthe CA IDMS ESD process, see the followingsections in
the CA IDMS Installation and Maintenance Guide - z/0S: Installation from Disk, Delivery
Media, and The Electronic Software Delivery Process.
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Check for Platform Requirements

Check for any CA IDMS prerequisites for the operating system releaseor CICS
Transaction Server (CICS TS) releasethat you are usingor planningto upgrade to.

CA IDMS is certified for use with new releases of IBM operating systems and CICSTS
when they become generallyavailable. If there have been anychangesinthe operating
system or inthe CICS TS releasethat affect CA IDMS, the requirements for using CA
IDMS on the platform aredescribedina ProductInformation Bulletin (PIB). The Product
Information Bulletins arelocated atca.com/support.

When upgradingto a new IBM processor such as the zNext or z196, check with IBM in
advancefor recommendations on how to preserve performance levels of existing
software across theupgrade.

Business Value:

Ensuringthat pre-requisites areaddressed will providefor continued operation of CA
IDMS at the current or optimal level of performance after upgradingto the new IBM
software releaseor hardware.

Additional Considerations:

The CA Support Onlinewebsite (ca.com/support) maintains a Compatibilities link that
describes the product specific requirements for z/0S, z/VSE, z/VM, and CICSTS releases.
After selectingthe specific platformlink,the CA IDMS requirements arelocated under
the Databases link. For example, Product Support notice Ql82743 provides information
for configuring CA IDMS for usewith z/0S 1.9 and above.

Keep Current on CA Common Services

Install thecurrent release of CA Common Services.

Business Value:

The latestrelease of CA Common Services contains the most recent infrastructure
updates, allowingyou to use the latest software for SVC installation, license checking,
servicedesk integration,and communication.

More Information:

For more information about CA Common Services,see CA Common Services for z/0S
Requirements inthe CA IDMS Installation and Maintenance Guide - z/0S.
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Use the Appropriate Type of Configuration

Determine what type of configuration you will do and reference relevant information
about that type of configuration.

The availabletypes of configurationare:

m  Full base—Allocates and formats new databasefiles and new system definitions.
m  Upgrade—Preserves previous databaseand system definitions.

m  Add-on—Configures additional CAIDMS products into an existing CA IDMS

environment.

Use the followingtableto help determine which type of configuration to perform.

Full Base Upgrade Add-on
Allocates and formats database Yes No Depends on
areas product
Updates existingdatabase No Yes Depends on
areas product

Business Value:

Each type of configuration has its own special considerations that may affect which type
of configuration you decide to perform to achieveyour objective. Choosingthe correct
type of configuration avoids execution of unnecessary jobs savingtimeand CPU costs.

More Information:

For more information aboutthe types of configuration availablefor CA IDMS, see the
followingsections inthe CA IDMS Installation and Maintenance Guide - z/0S:
Configuration Types. For anupgrade installation, also seethe CA IDMS Release Notes
Version 18.0.00, Upgrading to Version 18.0.
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Use Naming Conventions

Use of appropriateand meaningful naming conventions when defining your SMP/E and
CA IDMS data sets will simplify identification and maintenance of your CA IDMS
environments.

When performing a CA IDMS SMP/E installation we recommended you take the
following step:

m  Putareleaseindicator (likeR180)inthe high-level qualifiers when creating the

SMP/E environment.

When performing a CA IDMS configuration we recommended you take the following
steps:

m  Putareleaseindicator (likeR180)inthe CFGPFX variablein VARBLIST.

m Do notincludeareleaseindicatorintheDBPFX variablein VARBLIST.
Business Value:

This practiceclearly segregates your SMP/E environments by releaseand makes it easy
to identify the releasefor which an environment was created. Not includinga release
indicatorin databasefile names eliminates the need for manually creating new files
each time you upgrade to a new release.The sameset of databasefiles will be used for
all releases of CAIDMS.

Additional Considerations:

Any type of installation creates new SMP/E data sets. An upgrade does not create new
databasefiles.
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Upgrade All Dictionaries and Systems

On anupgrade, be sure to update all application dictionaries and DC/UCF system
definitions. If you maintain multiple SYSDIRL dictionaries or multiple CA IDMS message
areas, be sure to upgrade each of those as well. For more information about SYSDIRL
dictionaries,see Use a Single SYSDIRL Dictionarylater in this guide.

Business Value:

By ensuringthat all application dictionaries, SYSDIRL dictionaries, messageareas,and
DC/UCF systems areupdated with the changes for the release being installed, you avoid
problems caused when the definition of objects does not match what the software
expects.

Additional Considerations:

Ifyou do a manual (not using CA CSM) upgrade, configuration Job 10 updates only the
applicationdictionaryidentifiedin the VARBLIST with parameter APPLDICT. To update
additional application dictionaries, rerun steps APPLDEFS, DLODAIDN, APPLPROT, and
APPLARSQ inJOB10 for each additional dictionary. You must alter the job stream on
each execution to name the DMCL and target dictionary to be updated.

Additionally, you must update the definition of every DC/UCF system in usewith new
andrevised taskand program definitions. This two-step process is described next.

1. Update SYSTEM 99 ineach of your SYSTEM dictionaries. TheJCL generated for
Job09 contains a section thatadds sysgen sourceto the system dictionary. This
section uses IDMSDDDL to load the DLODxxxx or DNODxxxx members, depending
on the option you chosefor the STORPROT variable. Subsequent steps update
SYSTEM 99 for various products. Extractthe sysgen steps and runthem againsteach
of your system dictionaries, alteringthejob stream on each execution to identify
the appropriate DMCL.

2. Update each of your system definitions.

The simplestway to update your system definitions isto copy the taskand program
definitions from SYSTEM 99 to your DC/UCF system. Copyingcan be done by
rerunning the SGN90GJU step from JOB16 and changingthe number of the target
system from 90 to that of your DC/UCF system. The input to JOB16 is shown next:

//SYSIPT DD *
SIGNON DICTIONARY SYSTEM
USA UPDATE FOR DDLDML
USA UPDATE FOR DDLDCLOD
USA RET FOR DDLDCMSG
SET OPT FOR SESSION DEF ON NO LIST INP 1 THRU 72.
MODIFY SYSTEM nnn.
COPY TASK FROM SYSTEM 99.
COPY PROGRAM FROM SYSTEM 99.
GENERATE.

Chapter 2: Installation Best Practices 13
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Reference the CAIDMS Product Page on Support Online

The CA IDMS product page on CA Support Online provides links to:

m  Recorded webcasts on CA IDMS technical topics

m  Videos on how to use selected features of CA IDMS

m  Knowledge documents providingfocused topics forimproved use of CA IDMS

m CA IDMS product news

m CA IDMS product roadmap

m CAIDMSreleaseand supportlifecycle

m CA IDMS product documentation

m  CA IDMS product download and order form

m  CAIDMS published solutions
Business Value:
Usingthe CA IDMS product page on Support Onlineenables you to directly access news,
documentation, releaseand support information,and published solutions about the CA
IDMS products. You will beable to keep up to date with the current CA IDMS product
information.

More Information:

You canaccess CASupport Onlineusingthe URL http://ca.com/support. Select CA IDMS
from the drop-down listinthe Support by Product section.

Note: Access to some of the CA IDMS product page links requires a user logon.
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Chapter 3: Confiduration Best Practices

This chapter is notintended to describeall configuration considerationsfor CA IDMS. Its
purpose is tocomplement and not replacethe CA IDMS product documentation set.

This section contains the following topics:

Dictionary Setup and Maintenance (see page 15)

Practices for Improved Productivity and System Availability (see page 19)
Practices for Monitoringand Managing Your Operation (see page 26)
Tuning for Improved Performance and Lower TCO (see page 35)

Dictionary Setup and Maintenance

The following sections contain bestpractices for dictionary setup and maintenance:
m  Segregate systemdictionaries

m  Usea singleSYSDIRL dictionary

Chapter 3: Configuration Best Practices 15
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Sedregate System Dictionaries

Use a separatesystem dictionaryfor each CAIDMS central versionandreserve itonly
for system information.

Business Value:

Usingseparate system dictionaries ensures thatif recovery of a system dictionaryis
necessaryonlyasingle CAIDMS central versionis impacted. This practicealso ensures
that changes made to such a dictionary areinfrequent and controlled, minimizing the
likelihood of damage.

Additional Considerations:

Each CAIDMS central version musthave one, and only one, system dictionary. A
dictionaryis designated as a system dictionary by assigningita name of SYSTEM inthe
databasename table used by the central version. A central versionaccesses its system
dictionary toretrieve configurationinformation, such as the DC/UCF system definitions,
databasedefinitions,and security information that control the execution of the central
version.

Whileitis possibletouse a system dictionary as a repository for application definitions,
we recommend that this not be done. Define one or more application dictionaries for
this purposeinstead. Clearly separating the use of the two ensures that the central
versionis notaffected if applicationinformation mustbe recovered. Italso makes it
easier to control changes to configuration settings.

The followingdiagramillustrates theseparation of system and application dictionaries
on central version IDMS21.

System Dictionary Central Version Application Dictionaries

IDMS21 —

16 Best Practices Guide



Error! No text of specified style in document.

We alsorecommend that each central version have its own system dictionary. Doing
this eliminates the interdependence between central versions and makes it possibleto
restore one central version's configuration without affecting that of another. In most
cases thisis thebest way to set up your environment; however, sometimes itis useful
for multiplecentral versions to sharea singlesystem dictionary. This is thecasewhen
central versions areintended to always havethe same runtime attributes. In this
situation maintainingthe configurationsis easieriftheyall residein one system
dictionary.

The followingdiagramillustrates both segregating and sharingsystemdictionaries and
configurationinformation. Central versions IDMS21 and IDMS46 each have their own
system dictionary and configuration information becausetheir runtime attributes are
not similar. Central versions IDMS50 and IDMS51 sharea system dictionaryand
configurationinformation becausetheir runtime attributes are meant to be identical.

Diztinct Central Wersions

Central Wemion Central ¥ersion

IDMS2L e Y Lv|  1DMS4E

SYSTEM SYSTER

Identical Central Wersions

Central ¥emsion Central Yesion

IDMss0 M Ly| 1DWSS1

More Information:

For more information aboutsystem dictionaries, seethe CA IDMS Database
Administration Guide — Volume 2.
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Use a Single SYSDIRL Dictionary

Define one, and only one, SYSDIRL dictionary for each release of CA IDMS.
Business Value:

Definingonly one SYSDIRL dictionary saves disk space becauseonly one copy of the
dictionary schema definition exists. Asingle copy also eliminates the need for updating
multipledictionaries each time the definition changes.

Additional Considerations:

A SYSDIRL dictionary contains theschema and subschema definitions thatdescribethe
dictionaryitself. These definitions areused when runningdictionary reports and using
query tools to report on dictionary contents. The SYSDIRL dictionary also contains all of
the CA-provided CA Culpritreport sourcemodules. Each copy of the SYSDIRL data is
about 20 megabytes insize,so you cansaveconsiderabledisk spacebystoringitonly
once. The dictionaryinwhichyou placeitis referred to as a SYSDIRL dictionaryandit
canbe sharedby all central versionsandlocal modejobs.

The followingdiagramillustrates theuse of a single SYSDIRL dictionary shared by central
versions IDMS21 and IDMS46 and batch jobs HROLQRPT and DBADDDR.

CentralWemsion Cemtral Yemsion

ol
/ \ Eatchlob

HROLORPT DeADDDR

[DRAS21 ¥ (D56

Eatchlob
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If you decide to maintain multiple SYSDIRL dictionaries, you mustupdate the definitions
ineach dictionary when upgradingto a new release of CAIDMS. Ifyou are doing manual
configuration, the steps to update the definitions inonedictionaryinstanceare
executed as partof Job 9.

To update additional dictionaries, you must rerun steps DIRLDEFS, DIRLPROT, DIRLARSQ,
and DIRLDICT for each additional dictionary and changethe job stream on each
execution to name the target dictionary and the DMCL that describes it.

More Information:

For more information aboutthe types of dictionaries and their uses, see the CA IDMS
Database Administration Guide —Volume 2.

Practices for Improved Productivity and System Availability

Use the following practicestoimprove productivity and system availability:
m  Usea singlestartup module

m  Establish defaults using SYSIDMS

m  Usechangetracking

m  Automate journal offload

m  Automate log offload

Chapter 3: Configuration Best Practices 19
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Use a Single Startup Module

Use a singlestartup module for all CAIDMS central versions and specify the runtime
parameters for anindividual central version as keyword/value pairsinthe PARM field on
the EXEC statement inthe startup JCL.

Business Value:

This practice simplifies maintenanceand eliminates the effort involvedin creatingand
applying maintenanceto multiplestartup modules. Use of keyword/value pairs makes it
easyto specify options and see those in effect for a central version simply by looking at
the JCL.

Additional Considerations:

You must use startup parameters to identify the CA IDMS central version to be started
andthe DMCL to be used. You canspecify values for these parameters in one of two
ways:

m  Assemblinga #DCPARM macroand linking the resulting module with the
CA-supplied startup module (RHDCOMVS)

m  Specifyingthe parameter values inthe central version's startup JCL

We strongly recommend usingthe second approach becauseiteliminates the need for
creatingand maintaininga separatestartup modulefor each central version.

To providestartup parameters through JCL, specify them inthe PARM field of the
central version's EXEC statement. You can specify parameter values either as
keyword/value pairs or as positional parameters in specificlocations within the PARM
field. Not only arekeyword/value pairs easier to specify and understand than positional
parameters, but only keyword/value pairs supportallstartup parameters.As an
example, the name of the DMCL to use can be specified only as a keyword/value pair
andnot as a positional parameter.

The following EXEC statement starts CA IDMS system 73 with zIIP enabled, a DMCL of
CUSTCV, and a WTO exit of CUSTWTO.

//CVSTART EXEC PGM=RHDCOMVS,
// PARM='S5=73, ZIIP=Y ,WTO=DEVWTOX, DMCL=CVDMCL '

A further means for eliminatingtailored startup modules is to avoid linking
Write-to-Operator (WTO) and Write-to-Operator-Reply (WTOR) exit routines with the
CA-supplied startup module. This can be done either by linkingthem as stand-alone
modules under the names of WTOEXIT and WTOREXIT respectively, or by specifying
their load module names as startup parameters as shown inthe previous example.
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More Information:

For more information about the alternatives for specifying runtime parameters at
startup, see System Startup inthe CA IDMS System Operations Guide.

Establish Defaults Using SYSIDMS

Create a customized SYSIDMS load module to establish defaultoptions for your
environment.

Business Value:

Creating a customized SYSIDMS load module eliminates the repetitive specification of
parameter values ineachjobstream. It also helps to establish standards for your site.

Additional Considerations:

A SYSIDMS load module can establish defaults for several options thataffect CA IDMS
execution such as scratch spaceattributes, the dictionary to be accessed, and whether
uppercaseand lowercasemessages aregenerated.

To define a SYSIDMS load module, simply define an assembler program that consists of
80-byte character constants, each of which contains one or more SYSIDMS parameters.
You code the parameters justas you would when specifyingthem at runtime through
the card-image SYSIDMS parameter file. The resultantmodule must then be linked with
a name of SYSIDMS.

The followingis an exampleof a programfor creatinga SYSIDMS load module. It
establishes defaults for the DMCL and the use of in-memory scratch. It alsoturns on
echoing sothat all specified SYSIDMS parameters aredisplayed onthe job's log.

SYSIDMS CSECT
DC (L80'ECHO=ON DMCL=GLBLDMCL '
DC (L80'SCRATCH IN MEMORY=ON'
DC (L8O'END SYSIDMS DEFAULTS'
END

More Information:

To create a customized SYSIDMS load module, followthe steps described inthe CA IDMS
Common Facilities Guide.
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Use Chande Tracking

Use change trackingin each CA IDMS central version by referencing a SYSTRK filein the
execution JCL of the central version.

A SYSTRK filecontains a description of the databaseenvironment most recently inuse
by the central version. Duringstartup, animage of the current DMCL is written to
SYSTRK along with information about databaseandjournal files defined in the JCL.

Business Value:

The use of change trackingimproves DBA productivity and provides for enhanced
system availability by eliminatingthe need for manual intervention ifa failureoccurs
during certain maintenance activities.

Change trackinglets you change the databaseenvironment of a central versionina
fault-tolerantmanner. Specifically, it permits the DBA to perform the followingdynamic
actions:

m  Vary the data set name of a journal or databasefilewithina central version without
introducingthe need for manual intervention in caseof a central versionfailure.

m  Vary anew version of a DMCL without introducingthe potential for a warmstart
failure.

m  Vary the status of anarea or segment permanently on a central versionregardless
of subsequent page range changes.

m  Changethe journalfilesinusebya central version and coordinatethose changes
with the associated archivejournaljobs.

Ifthe central versionfails, theruntime databasedefinitionis restored from SYSTRK files
duringthe restart, ensuringthat the files being updated at the time of failurearethe
ones recovered by the warmstart unless explicitly overridden by changes inthe JCL used
to restartthe central version.
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Additional Consideration:

Change trackingrequires the use of SYSTRK files for recordingthe current state of a
central version’s databasedefinition.

To implement change trackingfor a central version, take the following steps:

1.

Create a model SYSTRK filewhose dataset name establishes the pattern for the
individual SYSTRK files.

Create and format two to four SYSTRK files whose data set names are the same as
that of the model SYSTRK filesuffixed with a uniquedigitfrom 1 to 9. A minimum of
two SYSTRK files arerequired due to internal mirroring, whichis used to provide
faulttolerance and recoverabilityin caseof file damage.

Alter the central version execution JCL to reference the model SYSTRK file.Use a
ddname established by the SYSIDMS parameter SYSTRK_DDNAME_PREFIX. The
default valuefor this parameter is SYSTRK. SYSIDMS is a parameter fileadded to the
JCL stream of batch jobs runninginlocal mode or under the central version.

Change the JCL for the associated archivejournaljob toalso reference the model
SYSTRK fileand to remove references to the diskjournal files.

Optionally, changethe JCL of other local mode jobs to reference the model SYSTRK
fileand remove explicitreferences to databasefiles.

More Information:

For more information aboutthe use of change trackingand how to allocateand format
SYSTRK files, see the CA IDMS System Operations Guide.
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Automate Journal Offload

Use the Write-to-Operator exit (WTOEXIT) to automate the offloading ofa full disk
journalfile.

Business Value:

This practiceavoids processing delays caused when a CA IDMS central version must halt
databaseactivity dueto alackof journal space.

Additional Considerations:

A CA IDMS central version uses its disk journalfiles to record update activity againstits
databasefiles.Journal informationis needed for recovery in case of failures such as
system outages or damaged files.

A central version uses atleasttwo and sometimes several diskjournal files. When one
journal filefills, CAIDMS automatically switches to another journal file. However ifall
journal filesfill, CAIDMS must haltupdate activity until the ARCHIVE JOURNAL utilityis
executed to archivethe journal data andreclaimspaceon the journal file. Toavoid
processingdelays,itis critical torun this utilityas soon as a central version switches toa
new journal file.

CA IDMS switches to another diskjournal filewhen:
m  The activediskjournal becomes full.
m A DCMT VARY JOURNAL command is issued under the central version.

m  AnI/Oerroris detected on the activediskjournal file.

When CA IDMS switches to another diskjournal file, it writes a DC205003 messageto
the operator. This message indicates thata swap has occurred and that the previously
activejournal file needs offloading. Usually an operator mustrespond to this message
by submittinga job to archivethe full file. You can eliminatethe need for operator
intervention and ensure immediate job submission by usinga Write-to-Operator exit
routine. The WTO exit intercepts and reviews the message to the operator and responds
by automatically submittinga job through the internal reader.

During configuration, the source for a sample WTO exit module called WTOEXIT is
assembled and linked.The exit looks for DC205003 messages. Each time oneis
encountered, the exit submits the contents of the fileidentified by the AINUOB DD
statement that must beincludedinyour startup JCL. The startup JCL created inJob 2
shows how to use the sample WTOEXIT module.

The module does not have to be named WTOEXIT. To use a different name, assemble
andlinkthe samplesourcefrom Job 2 usingthe name of your choiceand specify the
name as a startup parameter to your central version.

24 Best Practices Guide



Error! No text of specified style in document.

More Information:

For more information aboutjournals,seethe CA IDMS Database Administration Guide.
For information aboutthe WTOEXIT user exit and sampleroutines, see the CA IDMS
System Operations Guide.

Automate Log Offload

Use the Write-to-Operator exit (WTOEXIT) to automate the offloading of log
information.

Business Value:

This practiceavoids processing delays caused when a CA IDMS system must wait for
spaceinthe log area.

Additional Considerations:

A CA IDMS central version uses its logarea to record runtime events such as task
failures, configuration changes and resourceshortages. The logmay also be used to
record statistics for performance monitoringand chargeback purposes.Ifits logarea
becomes full,a central version must waituntil the ARCHIVE LOG utilityis executed to
archivethe informationandreclaimspaceinthe area.To avoid processingdelays,itis
criticaltorunthis utilityina timely fashion.

A central versionhas a singlelogarea. As the logfills CAIDMS issues DC050001
messages indicatingthe percentage of the area that has been used. Usually anoperator
must respond to this message by submitting a job to offload the loginformation.You
caneliminatethe need for operator intervention and ensure immediate archivejob
submission by usinga Write-to-Operator exit routine. The WTO exit intercepts and
reviews the message to the operator and responds by automatically submittinga job to
offload the log.

A sample WTO exit module called WTOEXIT is assembled and linked during CA IDMS
configuration. Itlooks for DCO50001 messages. Each time one is encountered the exit
submits the contents of the fileidentified bya PLOGJOB DD statement that must be
includedinyourstartup JCL. To use the sample WTOEXIT, specify the load module name
as a startup parameter to your central version.

More Information:

For information aboutthe WTOEXIT user exit and sampleroutines, see the CA IDMS
System Operations Guide.
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Practices for Monitoring and Managing Your Operation

The following practices help to ensure a smoothly runningoperation:
m  Planbackupand recovery
m  Monitor key system resources

m  Use CA IDMS Visual DBA

Plan Backup and Recovery

Be sureto establish a backup andrecovery plan.The procedures that you establish for

backing up your data should enablerecovery within a time period that meets the needs
of your organization. This will vary depending on the volume and frequency of updates

and how criticalthedatais to your organization.You should establish a plan that meets
your business needs,and you should regularly testthe planto ensure thatit continues

to meet those needs.

Business Value:

Havinga backup andrecovery strategy helps to ensure that you can successfully recover
datainthe event of a failuresuch as a hardware or software malfunction.

More Information:

For more information aboutbackup and recovery, see the CA IDMS Database
Administration - Volume 2.

Monitor Key System Resources

Establish regular monitoring of key system resources, such as space, CPU, 1/0, response
time, and soon.

Business Value:

By monitoring critical resources, you cananticipateincreased demands and avoid
unanticipatedinterruptions inservice by preemptively taking correctiveaction.

Additional Considerations:

You should monitor resources such as databasespace, index efficiency, responsetimes,
CPU, 1/0, and buffer utilization. To monitor these resources, periodically capture
relevant statisticsand review them lookingfor trends and sudden changes.

m  Detecting trends enables you to plan for upgrades or schedule maintenance ata
time when itis leastdisruptivetoyour operations. For example, a databasearea
thatis approaching 70%full should be expanded before it causes degraded
performance or becomes completely full and results inaninterruptioninservice.
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m  Detecting sudden changes inresource utilization assists in problemdiagnoses so
that corrective action can be taken in a timely manner. For example, a sudden
increaseinresponsetime might be due to hardware or software changes, the
relocation of files or the implementation of a new application.

CA IDMS provides several monitoring facilities. The following tableidentifies facilities
that canbe used to monitor critical resources.

Resource

Monitoring Facilities

Spaceinadatabase
area

PRINT SPACE utility

Index efficiency

PRINT INDEX utility

CPU Time

DCMT DISPLAY STATISTICS SYSTEM command
System Statistics report (Statistics report 3)

Summary Recap report (CA IDMS Performance Monitor
PMARPTO3)

Response Time

Summary Recap report (CA IDMS Performance Monitor
PMARPTO3)

1/0

DCMT DISPLAY STATISTICS SYSTEM command
DCMT DISPLAY STATISTICS AREA|BUFFER|FILE commands
Program Summary (Journal report 4)

DatabaseSummary report (CA IDMS Performance Monitor
PMARPT18)

Buffer Utilization

DCMT DISPLAY STATISTICS AREA|BUFFER|FILE commands
Program Summary (Journal report 4)

More Information:

For more information about monitoring your CA IDMS environment, see the CA IDMS
Database Administration Guide —Volume 2 and the CA IDMS System Operations Guide.
For more information abouthow to use the monitoring facilities, seethe CA IDMS
Utilities Guide, CA IDMS Reports, CA IDMS Performance Monitor Guide, and CA IDMS
System Tasks and Operator Commands Guide.
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Use CAIDMS Visual DBA

Use CA IDMS Visual DBA for defining, maintaining,and monitoring CA IDMS systems.
Business Value:

CA IDMS Visual DBAis an easy-to-use graphical user interface (GUI) tool for performing
databaseadministration tasks. Itdoes not require use of JCL or knowledge of syntax to
perform tasks.|thas anextensive onlinehelp system with detailed context-sensitive
information for all of its capabilities.

Use of this tool reduces the learning curvefor a new DBA andincreases the productivity
of an experienced DBA. CA IDMS Visual DBAprovides a single point-and-clickinterface
for simultaneously managing and monitoring multiple CA IDMS systems and databases.

CA IDMS Visual DBAis availabletoall CAIDMS/DB clients atno charge.
Additional Considerations:

CA IDMS Visual DBAruns on the Windows operatingsystem and canaccess multiple CA
IDMS central versions froma single PC.

The CA IDMS Visual DBA user interface includes an objecttree and detailed information
pane components. Objects inthe tree can be expanded into lower level objects. By
right-clicking an object, you can create, change, or drop instances of that object type.
Standard CA IDMS securityis used to control capabilitiesavailableto the user.
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At the root level of the object tree, there are dictionary objects and central version (CV)
runtime objects.

--@ Dictionary
- B APPLDICT

+ 1§ 8QL Schema
+-t3 Table Like
+ @ Relational Command Module
+ Non SQL Schema

IDD Class

IDD Record

Segment

DBTable ———— Dictionary

DMCL Objects
System

System Resource & Profile
Group

Central User

Dictionary User

Grantee for Administration
SYSDICT

SYSTEM

TOOLDICT

CY¥ DBTahle

CY¥ DMCL

CY¥ System

Activity —
Central Yersion
DC

Statistics

F--[H -~ [F

heeZE a0

¥

£ NERE IS

¥

¥

By N E R E NE R N

CWRuntime
Objects

¥

-

Dictionary objects include databases, systems,and users. The databaseobjects expand
into objects for logical and physical database definitions for both non-SQL and
SQL-defined databases. You can define new database,system, and user object instances
as well as modify and delete existing definitions.You can alsousepointandclickto
displayrows inthedatabase.

Central version runtime objects enableactive monitoringand dynamic tuning of central
versions. By connectingto multiple CA IDMS nodes and usingtear-out windows, you can
actively monitor multiple CA IDMS central versions simultaneously.

CA IDMS Visual DBAalsoincludes a Command Consolethat enables you to edit, execute,
andview the results of commands and scripts for the DCMT, DCUF, IDD, OCF, Schema,
SQL SSC, and Sysgen command processors.
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Here are some examples of the capabilities availablein CAIDMS Visual DBA.

m Connect to a CA IDMS system using the Node window. You can connect to multiple
CA IDMS systems simultaneously. After you are connected, you can hidethe display
of the Node window.

File Wiew MNode Window Help

0| S| &|we e % &

o 1=y 20 R I
HEIEE

=& Node

0 B pacwER
B svsaqap
O sv544ING
B svsa1appL
B svsqans
B svsqanzar
B svsqans
B svsqan7
g=]

Zmd Console

B svsTEMT
_ SYSTEMTA D2 Scratchpad
' SY3STEME] Disconneck

' SYSTEMET  close window
B TECHDCZ2O  Activare window
B TECHDC20
B TEcHDC4n "9

Aleer ...
(=
YisualExpr Drop ...

Tesk Mode

Force Refresh
v Toolbar Mode

Hide
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Dictionary
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OFFICE
SKILL
SR1
SRE
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Modify a subschema record. Usingthe drill-down capabilities of the object tree, you
cannavigateto a specific subschema record. Right-clicking on the subschema

record name opens a dialogwith the current definitions. You can use the controlsin
the dialogto change the current definition and savethe modified record definition.

| Record in Subschema [SPPLDICTEMPSCHM ' 100)(EMPSS01) EMPLOYEE

Property l Faw Prup] Bl Elsment of Subschema Record ]

Name Wiew |d Activity Authorization oK
| J | Connect
* Allawed Cancel
™ Record Pricrity Subschema Record Length " Mot Allowed
&~ Disconnect
o * &llowed
" Not &llowed
Erase
Elements [Empty means all selected) o Allowed
Subschema Elements Schema Elements ™ Mot Allowed
[ EMPAD-0415 B Find
EMP-HAME-D415 3 * Allowed
EMP-FIRST-HAME-041 o
EMP-LAST-NAME 0415 = Hote e
EMP-ADDRESS-0415 e
EMP-STREET-0415 * &llowed
EMP-CITY-0415 " Mot Allowed
EMP-STATE-O0415 Keen
EMP-ZIP-0415 -
EMP-ZIP-FIRS T-FIVE-0 Allowed
EMP-ZIP-LAST -FOUR-( " Mot Allowed
EMPPHONE-DHIE v Madiy
* Allowed
Remove <¢¢< Add (" MatAllowed
Stare
' &llowed
" Not &llowed
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m  Grantandrevoke privileges to users. Inaddition to maintainingindividual users,
the drag-and-drop capabilities of dictionary objects can beused to simplify
maintenance of users across multipledictionaries.

=@ ;ictiﬂnarv |3 Central User [APFLDICT].IDEC
. %PZL(SII_CSTChEma Property lHaw Prup] Seaich LUg] [0 Group User belungs} 4 Signon System Id.System F’rUfiIe] ¥ Grantee on User] mm Access FLI_
= 3 Table Like .
=8 Relational Gommand Module thic flarc
+ Mon SQL Schema |JDBE |
=& IDD Class Drescription Pazzword
= 1DD Record [ | @ NoPasswod
- 8% Segment .
+ 28 DBTable Drefault Group
= % DMCL [ [
+ -8 System
=& System Resource & Profile
=M Group P a1
=% central User Grantees Privileges:
-6 AsA3K2 & Userz ¢ Groups © Public D=
w8 aaAHANKZ e 2 E Cancel
w3 aaaHANES [ AdaHANKZ []..Create
+6 AAHANKS1 [ asananks []. Display
w8 CaLLPERSON [ &4HANKE .Drop
+ & DEFIEDL L CALLPERSON
| DEFJEDT
+@ DEKDON1 ] nosdran A
«3 pomcanl
=& pomcanz Object Certral Usar -
« pomcagg
+£3 1DBC Wildeard
+ g MOMPAD4 [ ToowCaT =
+ NIEDADZ [] DOMCa02
+ 8 paTCHOL (] DomMEaas
+.63 SYSTEM o | )
263 TaNHEDS [ L MONPAD4 v I with Grant Option
= ULEFROL
=% Dictionary User
=& Grantee for Administration
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m  Dynamically monitor spaceutilization of databaseareas usingcolor-coded pie
charts.To display this piechartforanarea, expand the CV DMCL object, and then
navigateto the CV area that you want. This example alsoillustrates thetear-out
capabilities of CAIDMS Visual DBA that allows multiple panes to be displayed

simultaneously.

| (%[ 8] @ =[%(w] [k [

|o]% |0 @ m(%(w] W[y [

£ SMP Space Report SvYSMSG.DDLDCMSG

3 SMP Space Repart SYSTEM.DDLDML

Avail Space Pie (SMP) l | SMP Avail Space Distribution 1 & SMPFile Space Repart

Avail Space Pie (SMP) ]l‘ SMP Availl. Space Distnbution] 2 5P File Space Report

rea STSM3G.DDLDCHMIG (4000 Pages) SMP Based Space Availability

-100% (6550%) [ 00-103% (0.05%)

Areas SYSTEM.DDLDML (1000 Pages) SHP Based Space Availlabilits

Il P 010%) 0 11207 (1.60%)
B 31100% 61805 [ 00-10% (0.10%)
||

21-30% (1.40%)

f SMPS [0.05%) 0 11-20% (5.20%)
|

21-30% [7.35%)

Chapter 3: Configuration Best Practices 33



Error! No text of specified style in document.

m  Dynamicallychangea taskdefinition onthe system to which you are connected.
You canusethe point-and-click functionality of CA IDMS Visual DBAto perform the
equivalentof a DCMT VARY TASK command.

=@ Dictionary A |EVTask ADSA
+& ¥ DBTable
& oV DMCL

Raw Prop l Search Log

=B Cv System Alter CV. Task on SYSTEM54::5CVS
+ 8 v Load List
¥ ﬁ C¥ Program Tazk Code % Resource Program * Resource nterval @ Tranzaction Sharing
<38 cv Program Pg ’ADSA— + Spstem " Spstem " System
+-§3 C¥ Reent Prog O Nar [RHDCEVE o of @ 0
+-® CV Queue @+ State # Sec [ma0n (SYSTE € On
--M v Task f* Enable
ADAL " Disable & Limit Call
405 " 0Off & Stall Interval @« On Commit ‘Write
ADSA } T Sys.tem " System " System
& Terminal Output " Unit ’7 0 & COMT Joumal Record
ADSAT & Save & Sec [(0300(svSTE | | ¢ ENDJAeleinID
ADSC  NoSave ¢ ENDJ NewID
ADSCADSR * Limit Dhio
ADSCADST " 0ff " Quigsce Wait
ADSCT &+ Location " Spstemn " Spstemn & On Rollback Cortirue
A0Sk &+ Any * Unit ’7 O of " System
ADSL " Below " Mowait & Retain D
ADSM - L f* Sec ,W " Mew D
ADSODBUG 9 Uil Ly
&+ Program " Off
igggTATU Marne " Sypstem * Ext'wait Interval
- o i ,7 i
ADSRT ’W‘ Unit . gj;fslem
ADS2 & Sec [(0BD0 (SYSTE
ADS2T * Max Concrrent * Limit Storage
ACMT = 0f o Off
ASF " Cnt ’7 " System {* Priority
ASFADSED * Unit ’7 Mumber
ASFINITD 100
ASFOOAKD
B
BYE

More Information:

For more information about CA IDMS Visual DBA, see the CA IDMS Visual DBA User
Guide.

CA IDMS Visual DBAis downloadablefromca.com/support.
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Tuning for Improved Performance and Lower TCO
The best practices for making optimal use of your computer resources while maximizing
CA IDMS performance include:
m  Use of the IBM z Integrated Information Processor (zIIP)
m  Use of the High Performance Storage Protection Option
m  Use of the scratchin memory and expandablescratch features
m  Use of recommended settings for system generation parameters
m  Use of CICSthreadsafe applications
m  Use of the type 4 JDBC driver for Java applications

m  Use of recommended CICS TS settings
Utilize the IBM z Integrated Information Processor

The zIIP (IBM System z Integrated Information Processor)is a specialty mainframe
processor designed to help free general computing capacity fromthe Central Processor
(CP). CA IDMS exploits the zIIP to provide improved Total Cost of Ownership (TCO) for
your mainframeenvironment.

You caneasily evaluate the benefit of the CA IDMS zIIP exploitation feature for your
environment.

m  Ifyou have one or more zIIPs availableto the LPAR on which your CA IDMS central
versionis executing, specify ZIIP=Y as a CA IDMS startup parameter.

m  Ifno physical zlIPispresent,you canalso estimate potential zIIP redirection by
specifying ZIIP=Y at startup.

Note: Running with ZIIP=Y on a system without a ZIIP engine canresultin

performance overhead andinaccurate estimates.

Inboth cases, youcanthen use CAIDMS system statistics to calculatethe actual or
potential CP utilization reduction for your environment.

Note: The zIIP exploitation feature was introduced with CA IDMS r17 and enhanced for
Version 18.

Business Value:
Use of the zIIP feature can help you lower your TCO (total costof ownership) on the

mainframe. By exploiting zIIP, CA IDMS can help you deliver more computing capacity
and throughput without additional systemhardwareresources.

Chapter 3: Configuration Best Practices 35



Error! No text of specified style in document.

CA IDMS makes wide use of the zlIP engine. Portions of all typical CAIDMS production
workloads —includingthosegenerated by onlinetransaction systems, batch processing
jobs,anddistributed platformrequests —can exploitzlIP capacity to offload processing
that would otherwise occur on the Central Processor (CP). Because significantportions
of all these workloads canrunonzlIPs,you can leverage zIIP capacity to scaleyour
databaseenvironments without incurring expensive hardware upgrades.

The best results—as measured by percentage of CP processingoffloaded to the zIIP and
the amount of white spacecreated on the CP—were found with batch/CV processing,
CICS/DML requests, JDBC and ODBC distributed requests, CA IDMS/DDS requests, and
anykind of external request processingtothe databaseengine. A system architected
with CA IDMS application-owning regions (AOR) making requests to CA IDMS
database-owningregions (DOR) may alsoseesignificantbenefits. CA IDMS/DC and CA
ADS onlineapplicationsthatexecute in the same CAIDMS region as the databasewill
see less benefit becauseuser mode codeis not eligiblefor zIIP execution and cannot be
offloaded. Overall results range froma benefit of 10% to 50%. Your actual benefit may
vary depending on your mix of CA IDMS work—online, batch, CICS, CA ADS, COBOL,
Web, JDBC, ODBC, CA IDMS/DDS, andsoon.

Additional Considerations:

Most CA IDMS system code is eligibletorun on a zlIP processor.CA IDMS runtime
processingensures that a non-zlIP processoris selected to run non-eligibleroutines,
such as user exits, databaseprocedures, SQL-invoked routines,and application
programs.

To implement zIIP supportfor your system, take the following steps:

1. Ensure z/0S software feature HBB7709 is available on your system.
2. Providethe ZIIP=Y startup parameter inthe central versionstartup JCL.
3. Make surethe specificrules for load moduleresidencefor zlIP processing are met:

m The central version startup routine, typically RHDCOMVS, shouldresideinan
authorized libraryinthe STEPLIB concatenation.ltcanresideina linklistlibrary,
but this is not recommended.

m  CA IDMS nucleus modules, includingalllinedrivers and servicedrivers, mustbe
loaded from an authorized load libraryinthe CDMSLIB concatenation or from
the Link Pack Area (LPA). The IBM Language Environment library (usually
CEE.SCEERUN) must be authorized ifitis included inthe CDMSLIB
concatenation. Alternatively, the following modules must residein the LPA:
CEEPIPI, CEEPLPKA, and CEEEV003.
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m z/OS CallableServices library (SYS1.CSSLIB) must be in the linklistoritmust be
authorized andincludedinthe STEPLIB concatenation.

m  Modules that consistof non-executable code or code that is never eligibleto
run on a zIlIP processor do not have to come from a secured location. Most
modules that are supplied by a clientor that are modifiableataclientsiteare
inthis category.

More Information:

For additionalinformation aboututilizing zIIPs and using statistics to evaluate the CP
utilization reduction, seethe ZIIP Exploitation sectioninthe CA IDMS System Operations
Guide.

Use the High Performance Storadge Protect Option

Use the High Performance Storage Protect option (HPSPO) in production CA IDMS
systems.

Business Value:

HPSPO protects the integrity of your systems by preventing user programs from
overwriting CA IDMS and operating system storage, from overwriting CAIDMS and
operating system code, and from executing privileged instructions.

With HPSPO you do not have to make the difficult choice between system integrity and
CPU. You can implement storage protection with minimal CPU cost. The use of full
storage protection incurs significant CPU time.

Additional Considerations:

While protecting the integrity of CA IDMS and the operating system, HPSPO will not
protect non-reentrant user programs and user storage. Use full storage protection in
test systems to identify and correctany renegade program before moving itinto
production.

The High Performance Storage Protect option was introduced with CA IDMS r16 SP2.
HPSPO allows you to protect the IDMS system and control blocks frombeing overlaid by
a user mode programs written in CA ADS, COBOL, Assembler, or PL/I.

To useHPSPO, you must specify the following system generation parameters:

m  STORAGE KEY IS 9 and PROTECT on the SYSTEM statement.

m  PROTECT atthe programdefinition level.
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HPSPO alsorequires special setup for your storage pools. You must segregate all
user-oriented storage from CA IDMS system storage. Storage types, user, user-kept,
shared,and shared-kept, can be together, but they must be defined to secondary
storage pools and must be isolated from any secondary pools that contain databaseor
terminal type storage.

Any user programs that attempt to perform /0 directly through operating system
facilities may need to be modified becausethey must run with storage protection
enabled. This ensures that the storagekey and the execution key match, whichisan
operating system requirement for /0.

To usefull storage protection, set the STORAGE KEY IS parameter on the SYSTEM
statement to a valuebetween 10 and 15; also specify PROTECT on the SYSTEM
statement and at the program definition level.

Use full storage protection for all development, test, non-performance related QA, and
pre-production systems. This should help to identify any application errors beforethe

applicationis moved to production. When full storage protect is enabled, any program
attempting to overlaystorage thatitdoes not own will abend with a D003 abend code.

For production you should usethe High Performance Storage Protect option. This
provides for system integrity with negligible CPU overhead inthe event thata changeis
made to an applicationthathas notbeen tested on a non-production system.

More Information:

For more information aboutstorage protection and the use of HPSPO, see Storage
Protection inthe CA IDMS System Generation Guide.

Maintain Scratch Information in Memory

Use the scratchin memory and extensiblescratch options in both central versionand
local mode environments.

Business Value:

Enablingthe use of scratchin memory significantlyimproves CAIDMS runtime
performance by eliminatingfilel/O to a scratch area. Defining scratch in memory also
improves DBA productivity by eliminating the need to define and maintaina scratch
area for every CA IDMS system.

Enabling extensiblescratch reduces the possibility of task failures dueto insufficient
scratch spaceatruntime.
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Additional Considerations:

CA IDMS utilizes a temporary working storage area referred to as the scratch area. This
temporary storagecan either be allocated in memory or allocated on DASD and
accessed through standardfilel/O.

The SCRATCH IN STORAGE YES system generation parameter andthe
SCRATCH_IN_STORAGE SYSIDMS parameter specifythat the scratchareais
memory-resident for central versionandlocal mode processing, respectively.To enable
the use of extensible scratch, specify both primary and secondary extent sizes.

If scratch informationis notmaintained in memory, then a scratch area must be
allocated on DASD and physical I/0O will bedone to the associated fileatruntime.

Customers with the followingtypes of workloads will benefitfrom use of this best
practice:

m  |[DMS SQL, JDBC, or ODBC applications. CAIDMS SQL internal processing utilizes
scratch storage extensively.

m  CA IDMS DC/UCF COBOL, PL/1, Assembler, or CA ADS applications thatissueScratch
commands.

More Information:

For more information aboutscratch informationin memory and extensiblescratch, see
the CA IDMS System Generation Guide andthe CA IDMS Database Administration Guide.

Tailor System Generation Parameters

Set CA IDMS system generation parameters to the recommended valueinthe tables
shown in Additional Considerations, and monitor your system performance to fine tune
the parameter setting. Itis usually bestto over-allocateresources such as storage pools,
program andreentrant pools, RCEs, and soon. As a general rule, itis better to be
slightly over-allocated atthe beginning and allow the system to run through a peak load
period. You canthen usethe peak load statistics to reconfigure the system to optimum
levels.

Business Value:

Adjustingthe CA IDMS system generation parameters appropriatelyfor your site will
provide optimal runtime performance of a CA IDMS system. This will hel p to meet
Service Level Agreements for responsetime and effectively use availablecomputing
resources.
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Additional Considerations:

The followingtables contain recommended values for CA IDMS system generation
parameters. The tables contain recommendations for the following system generation

statements:

m  SYSTEM

= ADSO

= PROGRAM
m TASK

STORAGE POOL and XA STORAGE POOL

The parameter values fall into thesethree categories and are listed under the column
Recommendation inthe tables that follow.

Best Setting-If there is a valueinthe Recommendation column, then this valuehas
been found to be the best setting for that parameter.

Set then Tune-If there is a valueinthe Recommendation column, followed by <site
specific>, then the valuelistedis a reasonable starting pointbut will need to be
monitored andtuned usingavailable CA IDMS Performance Monitor functions and
commands, as well as various DCMTand OPER commands.

Site specific-If <site specific>is listed inthe Recommendation column, then you
need to determine the appropriatevalues for your site. Guidelines for determining
the appropriatevalueareprovided in the notes followingthe table. When
upgradingto a new release of CA IDMS, the sitespecific parameters related to
Storage and Program Pools should beset at a minimum to the values specifiedin
the previous release; however, we recommend that you set the values 10to 20
percent higher, and then tune down after runningthrough your busiestprocessing
period.

System Statement

The followingtablerepresents recommended values for parameters set usingthe
SYSTEM statement.

Parameter Recommended Affects Benefit

Setting
ABEND STORAGE is 600 Program recovery System stability
CUSHION is 10% of Pool 0 Reserved storage for  System stability

executing tasks

DEADLOCK DETECTION
INTERVAL is

1 Time to wait before Impacts CPU, affects response time
detecting a deadlock andthroughput

JOURNAL

NOJOURNAL Reduces 1/0 to Saves CPU, reduces response time,
retrieval journals increases throughput
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JOURNAL FRAGMENT 0 Writes status Reduced 1/0 to journal,saves CPU,

INTERVAL information to reduces responsetime, increases
journals throughput

JOURNAL TRANSACTION 5 The fullness ofa Reduced 1/0 to journal

LEVEL journal page

LIMITS for onlineand LIMITS OFF Taskresourceusage  Saves CPU, reduces response time,

for external increases throughput

LOADLIST is SYSLOAD Specifies load Saves CPU, reduces response time,

sequence for
programs and dialogs

increases throughput; see LOADLIST
note

MAXIMUM ERUS is

<site specific>

Limits external
concurrent access

Impacts CPU, affects response time
and throughput; see MAX ERUS/MAX
TASK note

MAXIMUM TASK is

<site specific>

Limits online
concurrent access

Impacts CPU, affects response time
and throughput; see MAX ERUS/MAX
TASK note

PROGRAM POOLis

<site specific>

Size of below the line
program pool

Impacts CPU, affects response time
and throughput; see PROGRAM
POOLs note

PROTECT PROTECT Allows the systemto  System stability; see Use the High
protect itselffrom Performance Storage Protect Option
storage overlays section

QUEUE JOURNAL BEFORE Specifies which queue Reduced I/0O to journal,saves CPU,

images are written to
the journals

reduces responsetime, increases
throughput

REENTRANT POOLS is

<site specific>

Size of below the line
reentrant program
pool

Impacts CPU, affects response time
and throughput; see PROGRAM
POOLs note

RELOCATABLE THRESHOLD NO Writes certain types Saves CPU, reduces response time,
of storage to the increases throughput
scratcharea

RETRIEVAL NOLOCK Maintenance of locks Saves CPU, reduces response time,
for records inareas increases throughput
accessedinshared
retrieval

RUNAWAY INTERVAL is 5 CPU seconds before Stability,impacts CPU, affects

abendinga taskasa
runaway

responsetime and throughput
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RUNUNITS FOR

5 <site specific> Preallocates rununits Saves CPU, reduces response time,
for LOADER, increases throughput
MSGDICT, QUEUE,
SECURITY, SIGNON,

SYSTEM/DEST

SCRATCH IN STORAGE YES Eliminates the need Saves CPU, reduces response time,
for a physical scratch increases throughput
file

STACKSIZE is 3000 Size of system Stability

internal work area

STORAGE POOL is

1200<site specific> Size of below the line Impacts CPU, affects response time

storage pool and throughput; see STORAGE POOL
note
SYSLOCKS is 400,000 <site Number of locks the  Impacts CPU, affects response time
specific> system should and throughput
pre-allocate
SYSTRACE OFF Internal tracing Saves CPU; see SYSTRACE note
TICKER INTERVAL 1 Time to wake up Impacts CPU, affects response time
system to check for and throughput, affects all timer
work functions within CA IDMS
UPDATE NOLOCK Maintenance of locks Saves CPU, reduces response time,

for areasinprotected increases throughput
update usage mode

XA PROGRAM POOL is <site specific> Size of above the line Impacts CPU, affects response time
31-bitnon- reentrant andthroughput; see PROGRAM
pool POOLs note

XA REENTRANT POOLis <site specific> Size of above the line Impacts CPU, affects response time
31-bitreentrant pool andthroughput; see PROGRAM

POOLs note

XA STORAGE POOLis <site specific> Size of above the line Impacts CPU, affects response time
31-bitSYSTEM and throughput; see PROGRAM
storage pool POOLs note

Notes:
LOADLIST

LOADLIST tailoringcan providesignificant CPUsavings and responsetime reduction but
incorrectspecificationcanand willresultin exactly the opposite. Initially try using the
default SYSLOAD loadlistwith the NODYNAMIC option of the Program Definition
statement.
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MAX ERUS/MAX TASK

There are no magic numbers for these two parameters. They need to be determined by
each site. We recommend that you specify high values for both on the system
statement, and then use the followingcommand to vary max tasks up or down until the
optimum number is found.

DCMT VARY ACIVE TASK MAX TASK nnn

You couldinitially setboth parameters to 100.If you are using CAIDMS/DC, then you
set the MAX ERUS parameter to accommodate any batch to CV jobs you may need to
run. Sites that only run CICS COBOL or PL/I DML transactions can setthe MAX TASK
valueto avery low number; 5is recommended. Alow valueallows for any online work
that may need to be processed (for example, signing on through the system console).

CICS TS sites should also notethat if the value of the CA IDMSMAX ERUS parameter is
set below the CICS MAXTASK parameter, they could experience 1473 abends. If MAX
ERUS is reached, meaning all the allocated ERE control blocks thatmaintain the link
between the external sessionandthe central versionareinuse, the next CICS taskthat
needs to interactwith the central version will notbe ableto and will abend with a 1473
error code. You can prevent this by specifyinga value for MAX ERUS that is higher than
the CICS MAXTASK parameter value.In this way, CICS tasks will beableto acquirean
ERE. You canthen control the number of CICStasks that are allowed to run within the
central version using the DCMT VARY ACTIVE TASK MAX TASK command.

PROGRAM POOLs

Select values for your PROGRAM POOL parameters and then tune them. You can
determine the appropriateness of your current settings by usingvarious statistics such
as the output of the DCMT DISPLAY ACTIVE PROGRAMS and DCMT DISPLAY ACTIVE
REENTRANT PROGRAM commands.

When upgradingto a new release of CA IDMS, the size of all below the line PROGRAM
and REENTRANT pools should beallocated atthe sizethey were inthe priorrelease.

STORAGE POOL

The STORAGE POOL parameter specifies the size of storage pool 0 thatis used for
system type storage. This pool could and would be used for other types of storage, user
andshared, ifthere were no other pools defined in the system; however, you will
always define other pools.The 1200K allocationis probably onthe highside,and can be
reduced after determining how much storage is used duringyour peak processing
period. Use statistics displays from DCMT, OPER, and CA IDMS Performance Monitor to
help determine the appropriateness of your current setting. For example, the OPER
WATCH STORAGE command displaysthenumber of times a short-on-storage (SOS)
condition occurred and the number of waits for storage.
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SYSTRACE

Internal system trace data is sometimes needed for debugging. When a problem exists,
CA Technical Supportmay askyou to set the SYSTRACE parameter to ON and set the
number of entries to 9999 using SYSGEN or higher using DCMT vary commands.

XA STORAGE POOL

This parameter controls storage pool 255 that is the XA equivalentof storage pool 0.
This pool must be defined. All system type storage is allocated out of this pool. If this
pool fills, thestorage pool 0 will be used; however, usingthe storage pool 0 should be
avoided. An allocation of 12000 s likely higher than what you will actually need, but itis
better to over-allocatethan under-allocate,as mentioned earlier.

ADSO Statement

The followingtablerepresents recommended values for parameters set usingthe ADSO
statement.

Parameter Recommended Setting Affects Benefit
DIALOG STATISTICS off <site specific> Collects dialogstatistics Saves CPU
FAST MODE THRESHOLD is OFF Writes RBBs and other Saves CPU, reduces
information to SCRATCH responsetime, increases
throughput
RESOURCES are FIXED Writes ADS related Saves CPU, reduces
storage to SCRATCH responsetime, increases
throughput

Program Definition Statement

The followingtablerepresents recommended parameter values for each PROGRAM
statement.

Parameter Recommended Setting Affects Benefit
NODYNAMIC NODYNAMIC Dynamically look for newer Saves CPU, reduces
versions in LOADLIST responsetime, increases
throughput
PROTECT PROTECT Program runs with storage System stability;see Use
protection the High Performance
Storage Protect Option
section
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Task Definition Statement

The followingtablerepresents a recommended parameter valuefor each system
generation TASK statement.

Parameter Recommended Setting Affects Benefit
PROTOCOL is EXPRESP IDMS waits for aresponse Reduces response time
from VTAM andincreases throughput
STORAGE POOL and XA STORAGE POOL Statements
The followingtablerepresents recommended parameter values for the STORAGE POOL
and XA STORAGE POOL statements. These statements are used to create user-defined
secondary storagepools.
Parameter Recommended Setting Affects Benefit
SIZE <site-specific> Size of above the lineand Impacts CPU utilization, response
below the linestorage time, and throughput; see
allocated STORAGE POOLs note
CONTAINS TYPES See STORAGE POOLs Ability to use High Impacts system integrity and
note Performance Storage performance

Protect Option

CUSHION 5% of pool size System stability System stability
NOPGFIX Suppresses page fixing Impacts performance
RELOCATABLE NO Writingrelocatable Saves CPU, reduces response time,
THRESHOLD storage to scratch increases throughput

Notes:

STORAGE POOLs

The size of USER storage pools, those numbered 1 thru 127 for below the linepools and
numbered 128 thru 254 for above the linestorage pools, shouldinitially beallocated to
atleastthe size of the USER storagepools used inthe priorrelease. As mentioned
previously,itis bestto allocatethese pools larger than they were inthe priorrelease.
You may want to increasethe sizeby 25 percent initially, and then cut them back after
finding the true HWM after processingthrough your peak period.

The below the lineand above the linestorage pools should bedefined as shown in the
followinglists.
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Below the linestoragepools:

m  Onestorage pool that contains types (User, User Kept)

m  Onestorage pool that contains types (Shared, Shared Kept)

m  Onestorage pool that contains types (Terminal, Database)

The sizes of these below the linestorage pools can be very small as theamount of
below the linestorage allocated is minimal.

Above the line(XA) storage pools:

m  Onestorage pool that contains types (User, User Kept)

m  Onestorage pool that contains types (Shared, Shared Kept)

m  Onestorage pool that contains types (Terminal, Database)

As a size recommendation, we suggest that you overallocate.|fyou had one XA storage
pool that contained all types inthe priorreleaseandits sizewas 10 M, allocateeach

pool at 10 M. You will notneed all of this storage. After runningthrough your peak
processingtime ,you can determine the HWMs and adjustas needed.

The High Performance Storage Protect Option requires the storage pools be defined in
this manner. These definitions arealso valid for non-protect, as well as full storage
protect, usage.

More Information:

For detailed descriptions of all system generation (SYSGEN) options and parameters, see
the CA IDMS System Generation Guide.

For descriptions and examples of all DCMT and OPER commands that can be used to
monitor resources within the CA IDMS system, see the CA IDMS System Tasks and
Operator Commands Guide.

For detailed onlineand batch reporting facilities availablein the CA IDMS Performance
Monitor product, see the CA IDMS Performance Monitor User Guide and the CA IDMS
Performance Monitor System Administration Guide.
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Use CICS Threadsafe Applications

Define eligible CICS threadsafeapplication programs thatusethe CA IDMS interface as
CONCURRENCY (THREADSAFE), API (OPENAPI), or both inthe CICSTS System Definition
(CSD) file.

Business Value:

Using CICS threadsafeapplications can significantly increase throughput of tasks inthe
CICS region, improve responsetime and decrease costs. The CICS TS Open Transaction
Environment (OTE) enables multipletasks to execute the same THREADSAFE program
simultaneously operating on different TCBs.

Additional Considerations:

CICS programs that are truly threadsafe should be declared with the CONCURRENCY
attribute of THREADSAFE.

Note: A programmay be threadsafe even though itcontains a non-threadsafe EXEC CICS
command.

A programthat meets the followingcriteriashould also be declared with the API
attribute of OPENAPI:

m  The programis threadsafe.

m  The program contains nonon-threadsafecommands or minimal non-threadsafe
EXEC CICS commands (for example, a single EXEC CICSSEND command thatis
executed as the lastcommand before the program terminates).

Programs defined with the OPENAPI attribute will bedispatched onan OPEN TCB and
returned to an OPEN TCB after temporary assignment to the Quasi-reentrant(QR) TCB
duringthe execution of a non-threadsafe command.

Carefully evaluate each program before declaringitwith programattributes of
THREADSAFE or OPENAPI. Ifa non-threadsafe program is defined as THREADSAFE,
unpredictableresults may occur,includingtask or system abends and data corruption. If
a program containing many non-threadsafe EXEC CICS commands is declared as
OPENAPI, performance may suffer due to excessive swaps between the OPEN TCB and
the QR TCB.

More Information:

For general information on CICS TS threadsafe programming, consultthe appropriate
IBM documentation.

For more information onimplementing CICS threadsafe programming with the CA IDMS
interface, see the CA IDMS System Operations Guide.
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Use the Type 4 JDBC Driver

Use the CA IDMS Server type 4 JDBC driver when executing Java programs that use JDBC
to access CAIDMS databases.

Business Value:

The CA IDMS Server JDBC driver is tightly integrated with CA IDMS SQL processingfor
optimized SQL access to both non-SQL and SQL-defined CA IDMS databases.

The type 4 JDBC driver provides for optimal performance and responsetime for web
andclient/server Java applications accessing CAIDMS. With the type 4 JDBC driver, the
Javaclientprogram s ableto communicate directly with the CA IDMS region through
native TCP/IP. This eliminates the need for any middlewareaddress space, such as CCl,
and frees mainframeprocessing for other workloads.

Additional Considerations:

CA IDMS Server supports the four types of JDBC drivers as defined by Sun.

The four types of JDBC drivers differ inthe way they communicate with the database
and whether they usenative code on the clientplatform:

m  Type 1 JDBC driver

Uses an ODBC driver to communicate with the database. ODBC drivers arealways
implemented in native code. The JDBC-ODBC Bridgeis a basic Typel driver thatis
rarely used now that databasespecific driversareavailable.

m  Type 2 JDBC driver
Invokes the native clientinterface to communicate with the database.

m  Type 3 JDBC driver

Uses a generic network protocol to communicate with a middlewareserver that
invokes the native clientinterfaceto communicate with the database.lt uses no
native code on the clientplatform.

m  Type 4 JDBC driver

Communicates directly with the databaseusingits proprietary protocol.ltuses no
native code on the clientplatform. This provides the most flexibleand efficientway
of communicating with the back-end database.

To enablethe type 4 JDBC driver, define a TCP/IP lineand a listener PTERM on the
mainframe and specify the host name and port on the client. A Java applicationcan
establish a connection through the type 4 JDBC driver usingeither an
IdmsDataSourceobject or the static DriverManager class.
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The type 4 JDBC driver supports a large number of concurrent connections andis
essentially limited only by the resources allocated to your CA IDMS system. In
particular,you may need to increasethe size of storage pools to supporthigh
volume applicationsthatcreate many concurrentconnections.

CA IDMS uses a minimum of 250 KB of storage for each dynamic SQL session,

whether started by the type 4 driver, the type 2 or ODBC drivers, OCF, or IDMSBCF.

The followingillustration shows thelayers of processinginvolved for each type of JDBC
driverinthe client/server architecture.

JOBC-ODBC
Brid JOBC JOBC JOBC
F3 Fy
Mative
ODsC Interface
k4
Middleware

Type 1 Type 2 Type 3 Type4d

More Information:

For more information aboutthe type 4 JDBC driver and detailed information on how to
specify clientsettings, see the CA IDMS Server User Guide.

For detailed information about defining the TCP/IP lineand listener, see the CA IDMS
System Generation Guide.

Configure Your CICS Environment

The IBM CICS Transaction Server (CICS TS) product can be used as a front-end TP
monitor with back-end CA IDMS central versions in multiple ways. The two most
common ways are listed here:

m  UseCICSTS as the onlineapplication program execution environment and access
CA IDMS only for databaseservices. This type of usage requires assembling the
CICSOPT macroto create an IDMSINTC module. The CA IDMS CICS interface
program IDMSINTC is created by assembling the CICSOPT macroand linkingitas
described inthe CA IDMS System Operations Guide.
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Use the CA IDMS/UCF product with CICS TS to enable CICS terminals to access
onlineapplication programs that execute inthe CA IDMS/DC environment. In
addition to creatingan IDMSINTC module, this type of usagealsorequires
assemblingthe #UCFCICS macro. The CA IDMS/UCF front-end module UCFCICS is
created by assemblingthe #UCFCICS macro with other macros and linking the
resulting object modules as described inthe CA IDMS System Operations Guide.

When new features are introduced for a new CA IDMS release, the default values for the
CICSOPT and #UCFCICS macros areset sothat the new features are not enabled. This
ensures that customers usingthe default values will notencounter unexpected results
when they upgrade to a new release. As a result, however, there are cases where the
recommended best practicediffers from the defaultsetting.

The followingbest practices apply when configuring CICS TS for use with CA IDMS:

Set the TPNAME parameter of the CICSOPT macroto null or blanks and modify the
CICS TS System Initialization Table (SIT) for each CICS region accessing thesame CA
IDMS system to have a unique SYSIDENT value.

Business Value:

Multiple CICS regions can use the same IDMSINTC load module to access the same
CA IDMS back-end system. This best practicefacilitates the setup and maintenance
for customers that have multiple CICS regions that access the same CA IDMS central
version. This improves DBA productivity and provides for consistent CICSTS usage
with CA IDMS. It enables additional CICSregions to be easilyaddedifthere is
increased workload for CA IDMS processing.

Additional Considerations:

Inaddition to codingthe CICSOPT TPNAME parameter valueas null or blanks, you
must also modify the CICS TS System Initialization Table (SIT) for each CICSregion to
ensure that eachregion has a unique SYSIDENT value. When the CICSOPT TPNAME
parameter is null or blanks, then the IDMSINTC interfacewill usethe SYSIDENT of
the CICS region as a uniqueidentifier.

The alternativeis to have multiple CICS regions that use the same SYSIDENT value
accessingthesame CA IDMS region. In this case, each CICS region must haveits
own IDMSINTC interface created by codinga CICSOPT macro with a unique TPNAME
value. This creates more setup work for the DBA and requires more work to
consistently maintain each IDMSINTC module.

More Information:

For more information aboutthe CICS TS SIT parameters, see the appropriate |BM
documentation. For more information aboutthe CICSOPT parameters, see the CA
IDMS System Operations Guide.

Use the SYSCTL DDNAME parameter of the CICSOPT macroinstead of the SVC and
CVNUM parameters to specify the CA IDMS system to access.
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Business Value:

Ifthe sameCICS region is used to access multiple CAIDMS backend systems, then a
separate IDMSINTC interface module must be created for each unique CA IDMS
central version. By usingthis best practice, the name of the CA IDMS system to be
accessed can be controlled at runtime. This provides for flexibilityand enables a
customer to respond quickly to changes in system workloads by bringing up
additional CAIDMS back-end systems.

Additional Information:

The CICS TS startup JCL must includea ddname that matches the CICSOPT SYSCTL
DDNAME parameter. Itmust pointto the same dataset as the one specifiedin the
SYSCTL DD statement inthe CAIDMS system startup JCL.

More Information:

For more information aboutthe CICSOPT parameters, see the CA IDMS System
Operations Guide.

Use the USERCHK parameter on the #UCFCICS macro and require each user to sign
on to CICSTS.

Business Value:

Usingthis best practice provides enhanced security. Ifa UCF session terminates
abnormally,a subsequentuser will notinadvertently gainaccess to the information
from the previous user's session.

Additional Information:
Use CICS TS installation security to require each user to signonto CICS TS.
More Information:

For more information about CICS TS security, see the appropriate|BM
documentation. For more information about #UCFCICS parameters, see the CA
IDMS System Operations Guide.
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