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Referencias a productos de CA

En este documento se hace referencia a los siguientes productos de CA:
m  CA Access Control

= CA Audit

s CAACF2™

= CA Directory

m  CA Embedded Entitlements Manager (CA EEM)

m  CA Enterprise Log Manager

m  CA Identity Manager

m  CAIT Process Automation Manager (CA IT PAM)

m  CANSM

m  Centro de comandos de seguridad de CA (CA SCC)
m  CA Service Desk

m  CASiteMinder®

m  CA Spectrum®

m  CATop Secret®



Informacion de contacto del servicio de Asistencia técnica

Para obtener asistencia técnica en linea, una lista completa de direcciones y el
horario de servicio principal, acceda a la seccién de Asistencia técnica en la
direccion http://www.ca.com/worldwide.



http://www.ca.com/worldwide

Cambios en la documentacion

Desde la ultima versién de esta documentacion, se han realizado estos cambios
y actualizaciones:

m  Virtualizacidn: se ha ampliado este capitulo existente para incluir los
procedimientos de instalacion que utilizan CA Enterprise Log Manager como
dispositivo virtual.
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Desactive el acceso a ODBCy a JDBC en el almacenamiento de registro de
eventos. (en la pagina 100)
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Visualizacién del cuadro de mandos de los agentes (en la pagina 103)
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Capitulo 1: Introduccion

Esta seccidn contiene los siguientes temas:

Acerca de esta guia (en la pagina 17)

Acerca de esta duia

Esta Guia de implementacion de CA Enterprise Log Manager proporciona las
instrucciones necesarias para realizar la planificacion, instalacién y
configuracion de CA Enterprise Log Manager para recibir registros de eventos de
los origenes de eventos de la red. Esta guia estd organizada de forma que las
tareas comienzan con una descripcién del proceso y de los objetivos.
Normalmente, después de los procesos se incluyen conceptos relevantes y uno
0 mas procedimientos para cumplir el objetivo.

La Guia de implementacion de CA Enterprise Log Manager se ha disefiado para
los administradores de sistemas encargados de instalar, configurar y mantener
una solucién de recopilacidn de registros, crear usuarios y asignar o definir
funciones y accesos asi como para realizar copias de seguridad de datos.

Esta guia también es util para el personal que requiere informacién sobre
alguno de los siguientes temas:
m  Configuracién de un conector o adaptador para recopilar datos de eventos

m  Configuracién de servicios para controlar la generaciéon de informes, la
retencién de datos, las copias de seguridad y el archivado

m  Configuracién de una federacién de servidores de CA Enterprise Log
Manager

m  Configuracidn de una suscripcién para obtener contenidos, configuraciones
y actualizaciones del sistema operativo

A continuacidn, presentamos una lista resumida del contenido de la guia:

Seccion

Descripcion

Planificacién del entorno Describe las actividades de planificacion para areas como, por

ejemplo, la recopilacion de registros, agentes, federacion,
gestidn de accesos y usuarios, actualizaciones de suscripcién y
recuperacion de desastres.
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Acerca de esta quia

Seccion

Descripcion

Instalacidon de CA Enterprise Log
Manager

Proporciona hojas de trabajo para recopilar la informacién
necesaria y para obtener instrucciones detalladas sobre cdmo
instalar CA Enterprise Log Manager y sobre como realizar una
instalacidn correcta.

Configuracion de accesos y usuarios
basicos

Proporciona instrucciones para identificar un almacén de
usuarios y para crear el usuario administrativo inicial para
realizar la configuracion de otros detalles de acceso y usuarios.

Configuracion de servicios

Proporciona instrucciones para configurar servicios, incluidos
los filtros locales y globales, el almacenamiento del registro de
eventos, el servidor de informes y las opciones de suscripcion.

Configuracion de la recopilacién de
eventos

Proporciona conceptos e instrucciones sobre la utilizacidn o
configuraciéon de los componentes de la biblioteca de
refinamiento de eventos, incluidos los archivos de asignacidn y
analisis y los adaptadores de CA.

Creacidn de federaciones

Describe distintos tipos de federaciones y proporciona
instrucciones para crear relaciones federadas entre los
servidores de CA Enterprise Log Manager y ver graficos de
federaciones.

Empleo de la biblioteca de
refinamiento de eventos

Proporciona informacién muy util sobre los archivos de
asignacion de datos y de analisis de mensajes.

Consideraciones sobre los usuarios
de CA Audit

Describe las interacciones que puede implementar entre CA
Enterprise Log Manager y CA Audit, cdmo configurar iRecorders
y politicas y como importar datos desde la base de datos del
recopilador de CA Audit.

Consideraciones sobre los usuarios
de CA Access Control

Describe cémo realizar la integracién con CA Access Control,
como modificar las politicas de CA Audit para enviar eventos a
CA Enterprise Log Manager, cdmo configurar CA Access Control
iRecorder para enviar eventos a CA Enterprise Log Managery
como importar eventos de CA Access Control desde una base
de datos de CA Audit Collector.

Consideraciones de CA IT PAM

Describe el proceso de instalacion de CA IT PAM de forma que
el componente de EEM en la gestidon de CA Enterprise Log
Manager se encarga de la autenticacion.

Recuperacidn de desastres

Describe los procedimientos para realizar copias de seguridad,
restauraciones y reemplazos para garantizar la recuperacién de
la solucidn de gestidn de registros en caso de que se produzca
un desastre.

18 Guia de implementacion



Acerca de esta quia

Seccion Descripcion
CA Enterprise Log Managery Describe el proceso para utilizar, crear y configurar una
virtualizacién maquina virtual para que contenga un servidor de CA

Enterprise Log Manager.

Nota: Para obtener mas informacién acerca de la compatibilidad del sistema
operativo o acerca de los requisitos del sistema, consulte las Notas de la versidn.
Para obtener una descripcidn general de CA Enterprise Log Manager y su
escenario de uso, consulte la Guia de descripcion de problemas. Para obtener
mas informacidén sobre el uso y mantenimiento del producto, consulte la Guia
de administracion. Para obtener ayuda acerca del uso de cualquier pagina de
CA Enterprise Log Manager, vea la Ayuda en linea.
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Capitulo 2: Planificacion del entorno

Esta seccidn contiene los siguientes temas:

Planificacién de servidores (en la pagina 22)

Planificacidn de la recopilacion de registros (en la pagina 30)
Planificacién de federacion (en la pagina 36)

Planificacién de acceso y usuarios (en la pagina 45)
Planificacién de actualizaciones de suscripcion (en la pagina 53)
Planificacién de agentes (en la pagina 69)
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Planificacion de servidores

Planificacion de servidores

El primer paso en la planificacidn de su entorno es determinar el nimero de
servidores de CA Enterprise Log Manager que necesita y la funcidon que realizara
cada servidor. Entre las funciones, se incluyen las siguientes:

Gestioén

Almacena las configuraciones y el contenido definido por el usuario.
También autentica a los usuarios y autoriza el acceso a funciones.

Recopilacion
Recibe registros de eventos de su agente; refina eventos.
Generacion de informes

Procesa consultas en eventos recopilados, consultas e informes a peticion
asi como alertas e informes programados.

Punto de restauracion

Recibe bases de datos de registros de eventos restaurados para la
investigacion de eventos antiguos

El primer servidor que instala es el servidor de gestidn; este servidor también
puede realizar otras funciones. Puede tener un solo servidor de gestién en una
Unica red de CA Enterprise Log Manager. Cada red de CA Enterprise Log
Manager debe tener un servidor de gestion.

Entre las posibles arquitecturas, se incluyen las siguientes:

Sistema con un solo servidor, donde el servidor de gestidn realiza el resto de
funciones.

Sistema con dos servidores, donde el servidor de gestion realiza todas las
funciones salvo la recopilacidn. La recopilacién la realiza un servidor
dedicado para esta funcién.

Sistema con varios servidores, donde cada servidor tiene una determinada
funcién.

A continuacidn, se muestran mas detalles sobre las funciones y las arquitecturas
de servidores.
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Planificacion de servidores

Funciones de servidor

Un sistema de CA Enterprise Log Manager puede tener uno o varios servidores.
La asignacién de distintos servidores a distintas funciones optimiza el
rendimiento. Sin embargo, puede utilizar cualquier servidor para realizar
diversas funciones o todas las funciones, segun lo desee. Tenga en cuenta la
carga de procesamiento asociada a cada funcién de servidor respecto a otros
factores relevantes de su entorno a la hora de determinar las asignaciones a
cada servidor que instala.

Servidor de gestion

La funcién de servidor de gestion la realiza, de forma predeterminada, el
primer servidor de CA Enterprise Log Manager que instala. Las funciones
mas importantes que realiza el servidor de gestidon son las siguientes:

Actua como repositorio habitual de todos los servidores que se registran
con este servidor. En concreto, almacena usuarios de aplicaciones,
grupos de aplicaciones (funciones), politicas, calendarios y AppObjects.

Si configura el almacén de usuarios como almacén interno, se
almacenaran usuarios globales, grupos globales y politicas de
contrasefias. Si el almacén de usuarios configurado hace referencia a un
almacén de usuarios externo, cargara los detalles de la cuenta del
usuario global y los detalles del grupo global desde el almacén de
usuarios al que se hace referencia.

Gestiona titularidades de usuario con un archivo asignado a la memoria
de alta velocidad. Autentica a los usuarios en el inicio de sesién en
funcién de la configuracién de usuarios o grupos. Permite que los
usuarios accedan a diversas partes de la interfaz de usuario en funcién
de las politicas y los calendarios.

Recibe todas las actualizaciones de contenido y configuracion
descargadas a través de la suscripcion.

En una red de servidores de CA Enterprise Log Manager, sélo puede haber
un servidor de gestién activo, pero puede tener un servidor de gestidn de
conmutacion por error (inactivo). Si crea mas de una red de CA Enterprise
Log Manager, cada una debe contar con su propio servidor de gestidon
activo.
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Planificacion de servidores

Servidor de recopilacion

En un sistema con un solo servidor, el servidor de gestién realiza la funcidn
de un servidor de recopilacion. En un sistema con dos o mas servidores,
baraje la posibilidad de instalar un servidor de recopilacién dedicado. Un
servidor de recopilacidn realiza las siguientes funciones:

- Admite la configuracidn de conectores.

- Acepta los registros de eventos entrantes de los conectores en sus
agentes.

- Refina los registros de eventos entrantes, lo que implica el andlisis de
cada mensaje y la asignacion de sus datos en formato CEG que permite
la presentacidn uniforme de datos de eventos de distintos origenes de
eventos.

- Inserta los registros de eventos en la base de datos caliente y comprime
la base de datos caliente en una base de datos tibia cuando alcanza el
tamafio configurado.

- Autoarchiva la base de datos tibia en el servidor de informes
relacionado segun la programacién configurada.

Importante: Si define los servidores independientes en la recopilacidn y
en los informes, debera configurar la autenticacién no interactiva y el
archivado automatico cada hora desde el servidor de recopilacion hasta
el servidor de informes.

Tenga en cuenta el volumen de eventos generado por los origenes de
eventos a la hora de determinar si desea dedicar servidores para el
refinamiento y la recopilacién de eventos. También piense en el nimero de
servidores de recopilacidn que van a autoarchivar sus datos en un Unico
servidor de informes.
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Planificacion de servidores

Servidor de informes

En un sistema con uno o dos servidores, el servidor de gestién realiza la
funcién de un servidor de informes. En un sistema con varios servidores,
baraje la posibilidad de dedicar uno o mas servidores para la generacién de
informes. Un servidor de informes realiza las siguientes funciones:

- Sila autenticacién no interactiva y el archivado automatico estan
configurados, recibira nuevas bases de datos de eventos refinados
desde los servidores de recopilacién.

- Procesa a peticidon informes, consultas y mensajes.
- Procesa alertas e informes programados.

- Admite asistentes para la creacion de consultas e informes
personalizados.

- Sila autenticacién no interactiva y el archivado automatico se
configuran desde el servidor de informes a un servidor de
almacenamiento remoto, se moveran las bases de datos antiguas a un
servidor de almacenamiento remoto.

Si va a generar un gran numero de informes y alertas complejos en un
servidor con una gran actividad a peticién, baraje la posibilidad de dedicar
un servidor para la generacién de informes.

Servidor de almacenamiento remoto

Un servidor de almacenamiento remoto, que no es un servidor de CA
Enterprise Log Manager, realizar esta funcion:

- Recibe, a intervalos configurados, bases de datos autoarchivadas muy
comprimidas de servidores de informes antes de que estas bases de
datos se eliminen debido a su antigliedad o a la falta de espacio libre en
disco. El archivado automatico evita la accion de mover manualmente
las bases de datos.

- Almacena bases de datos frias de forma local. También puede mover o
copiar estas bases de datos a una ubicacién externa para el
almacenamiento a largo plazo. Normalmente, las bases de datos frias se
retienen durante el nimero de afos establecido por los organismos
reguladores.

Los servidores de almacenamiento remoto nunca forman parte de una
federacién de CA Enterprise Log Manager. No obstante, es importante
tenerlos en cuenta cuando planifica una arquitectura.
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Planificacion de servidores

Servidor de punto de restauracién

Normalmente, los servidores de informes actian como servidores de punto
de restauracion de las bases de datos que retuvieron en algin momento. Si
su red es grande, baraje la posibilidad de dedicar un servidor de CA
Enterprise Log Manager para esta funcién. Un servidor de punto de
restauracion realiza las siguientes funciones:

- Se utiliza para investigar los registros de eventos antiguos.

- Recibe las bases de datos restauradas desde un servidor de
almacenamiento remoto que retiene todas las bases de datos frias. Se
puede utilizar la utilidad restore-ca-elm.sh para mover las bases de
datos al punto de restauracién si configura primero la autenticacién no
interactiva desde el servidor de almacenamiento al punto de
restauracion.

- Recataloga el catalogo de archivos para agregar las bases de datos
restauradas a sus registros.

- Retiene registros de distintos periodos de tiempo en funcién del
método de restauracion.

La ventaja de contar con un punto de restauracion dedicado es que puede
excluir este servidor de la federacién para que ningun informe federado
contenga datos restaurados antiguos. Todos los informes generados en el
servidor de punto de restauracién sélo reflejan los datos de eventos de las
bases de datos restauradas.

La dedicacion de un servidor a una determinada funcién no implica que pueda
realizar funciones desde éste relacionadas con otras funciones. Piense en un
entorno con servidores de recopilacion dedicados y con un servidor de
informes. Si desea programar una alerta para comprobar una condicién en un
servidor de recopilacidn porque es crucial que sea notificado lo antes posible,
cuenta con esta flexibilidad.
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Planificacion de servidores

Ejemplo: arquitecturas de red

La arquitectura de CA Enterprise Log Manager mas sencilla es un sistema con un
solo servidor, donde un servidor de CA Enterprise Log Manager realiza todas las
funciones:

m  Elservidor de CA Enterprise Log Manager de gestidn, recopilacién e
informes realiza la gestidon de configuracién/contenido y
recopilacién/refinamiento de eventos, ademas de gestionar las consultas e
informes.

Nota: Un servidor remoto que no es de CA Enterprise Log Manager
almacena las bases de datos de registros de eventos almacenados.

Esta configuracion es adecuada para el procesamiento de un volumen de
eventos pequeno y de pocos informes programados, como en un sistema de
prueba.

CA Enterprise Log Manager

Servidor de informes/
recopilacion/
gestion

Servidor de
almacenamiento remoto
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Planificacion de servidores

La siguiente arquitectura mas sencilla es un sistema de varios servidores donde
el primer servidor de CA Enterprise Log Manager instalado realiza la mayor
parte de las funciones:

m  Elservidor de CA Enterprise Log Manager de gestion e informes realiza la
gestion de la configuracidn/contenido y gestiona las consultas y los
informes.

m  El servidor de recopilacidon de CA Enterprise Log Manager gestiona la
recopilacién y el refinamiento de eventos.

Nota: Un servidor remoto que no es de CA Enterprise Log Manager estd
configurado para almacenar bases de datos almacenadas de registros de
eventos.

Esta arquitectura es adecuada para una red con un volumen moderado de
eventos. Las flechas muestran que la funcionalidad de gestién del servidor de
gestion/informes conserva la configuracion global que se aplica a todos los
servidores. Cuando hay muchos servidores de recopilacion, esta arquitectura se
denomina "concentrador y periferia".

Red de CA Enterprise Log Manager

Senidor de Servidor de

gestion/ almacenamiento remoto
informes S S - - —

e —

— - S

T—— LT
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Planificacion de servidores

En una red con un gran volumen de eventos, un gran numero de informes y
alertas complejos programados y una personalizacion continua, puede asignarle
a uno o varios servidores de CA Enterprise Log Manager diversas funciones
especificas:

m  Elservidor de CA Enterprise Log Manager de gestion realiza la gestidon de la
configuracién/contenido.

m  Elservidor de informes de CA Enterprise Log Manager gestiona las consultas
y los informes.

m  El servidor de recopilacidon de CA Enterprise Log Manager gestiona la
recopilacién y el refinamiento de eventos.

m  De forma opcional, un servidor de punto de restauracién de CA Enterprise
Log Manager gestiona la investigacion de eventos de las bases de datos de
almacenamiento restauradas.

Nota: Un servidor remoto que no es de CA Enterprise Log Manager esta
configurado para almacenar bases de datos almacenadas de registros de
eventos.

Esta configuracion es ideal para redes de gran tamafio. Las flechas muestran
que el servidor de gestion conserva la configuracién global que se aplica a todos
los servidores.
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Planificacion de la recopilacion de registros

Red de CA Enterprise Log Manager

Servidor de Servidor de .
gestion [__ punto de & E
restauracion E
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Planificacion de la recopilacion de registros

La planificacién de recopilacidn de registros se basa en una serie de eventos por
segundo (EPS) que necesita procesar para realizar el almacenamiento y en el
tiempo necesario para que los datos se mantengan en linea (en este sentido, en
linea se refiere a un estado de busqueda inmediato). Normalmente, los datos en
linea sélo son validos unos 30-90 dias.

Cada red cuenta con sus propios volumenes de eventos segln el numero de
dispositivos, los tipos de dispositivos y el nivel de ajuste de las aplicaciones y de
los dispositivos de red, como los cortafuegos, para cumplir las necesidades de
informacién de eventos de la empresa. Por ejemplo, algunos cortafuegos
pueden generar volumenes enormes de eventos innecesarios en funcién de su
configuracion.
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Le recomendamos que planifique la recopilacién de eventos de modo que el
volumen total de eventos se expanda uniformemente por los servidores de CA
Enterprise Log Manager sin forzar ninguno de ellos y sin que se supere el indice
constante normal. Para mantener un rendimiento maximo en los volimenes de
eventos de la empresa, le recomendamos que instale al menos dos servidores
de CA Enterprise Log Manager federados:

m  Un servidor de informes de CA Enterprise Log Manager se encarga de las
consultas e informes, alertas y gestidén de alertas, actualizaciones de
suscripciones y autorizacion y autenticacidn de usuario.

m  Uno o mas servidores de recopilacion de CA Enterprise Log Manager se
configuran especificamente para maximizar las inserciones en la base de
datos.

Capitulo 2: Planificacion del entorno 31



Planificacion de la recopilacion de registros

La siguiente ilustracion muestra un ejemplo simple de este tipo de red de CA
Enterprise Log Manager federada. Los dos servidores de CA Enterprise Log
Manager, uno de informes y otro de recopilacién, controlan el trafico de
eventos de diversos origenes de eventos. Ambos servidores pueden compartir
datos entre ellos para procesar consultas e informes y gestionar alertas.

Gastion/
Informes Recopilacion

Consultas

*
A
trafico de™ ., trafico
evantos da -, de evantos
i , narmal eventos de
conmuAacion iTech y SAPI

par efmor

arigenes de eventos

El servidor de recopilaciéon controla principalmente el trafico de registro de
eventos entrantes y se centra en las inserciones en la base de datos. Utiliza una
politica de retencion de datos corta de 24 horas o menos. Un script
automatizado mueve los registros de eventos almacenados a un servidor de
informes diariamente o con mayor frecuencia en funcién del volumen de
eventos. La federacién y la utilizacion de consultas federadas entre los dos
servidores le garantiza que reciba informes precisos de los registros de eventos
en ambos servidores.
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El servidor de informes realiza varias funciones:

m  Procesa consultas e informes

m  Programay gestiona alertas

m  Mueve archivos almacenados a un servidor de almacenamiento remoto

m  Proporciona una recopilacién de conmutacidn por error de los eventos
recopilados por el conector para el servidor de recopilacién

Un script de copia de seguridad automatizado mueve los datos del servidor de
informes a un servidor remoto (almacenamiento en frio). Si decide restaurar los
datos desde el almacenamiento en frio, normalmente lo hara en el servidor de
informes. Si el espacio en el servidor de informes es limitado, también podra
realizar la restauracién en el servidor de recopilacion. Dado que el servidor de
recopilacion no almacena grandes cantidades de datos y esta federado, los
resultados del informe son idénticos.

Ademas, el servidor de informes puede funcionar como un receptor de
conmutacion por error de los eventos recopilados por un conector en un agente
remoto si el servidor de recopilacion deja de recibir eventos por algin motivo.
Puede configurar la conmutacion por error al nivel de agente. El procesamiento
de conmutacion por error envia eventos a uno o mas servidores de CA
Enterprise Log Manager alternativos. La recopilacidn de eventos de
conmutacion por error no esta disponible para los eventos de origenes de
eventos heredados recopilados a través de las escuchas de SAPI e iTech.

Mas informacion:

CA Enterprise Log Manager y virtualizacidn (en la pagina 315)

Planificacion del espacio en disco

Cuando planifique su entorno, compruebe que dispone de suficiente espacio en
disco para admitir grandes volumenes de eventos. En el servidor de
recopilacion, es necesario disponer de suficiente espacio en disco en cada
servidor de recopilacidn para poder dar cabida a las cargas compartidas y a las
cargas mas altas asi como a los volumenes de eventos estandar. En un servidor
de informes, el espacio en disco se calcula en funcién del volumen de eventos y
del periodo de retencién en linea requerido.
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Las bases de datos calientes no se comprimen. Las bases de datos tibias si se
comprimen. Se considera que las bases de datos calientes y tibias estan en linea.
Puede realizar busquedas o generar informes sobre sus datos. Normalmente,
los datos estaran listos entre 30 y 90 dias y podra generar informes y realizar
busquedas inmediatas en cualquier momento. Los registros mas antiguos se
almacenan en un servidor remoto. Puede restaurarlos para realizar busquedas y
generar informes.

Los servidores de recopilacién admiten bases de datos calientes y tibias. Dado
gue el periodo de retencidn de un servidor de recopilacion es muy breve, de
una a 23 horas, el almacenamiento a largo plazo no es un factor a tener en
cuenta.

En un servidor de gestion, hay una base de datos caliente para la insercién de
mensajes de eventos autocontrolados.

Los servidores de informes admiten bases de datos calientes mas pequeiias y un
gran numero de bases de datos tibias. Los servidores de informes también
deben disponer de espacio adicional suficiente para admitir archivos
restaurados durante un determinado periodo de tiempo. Cuando utiliza el
almacenamiento conectado directo, las particiones se amplian
automaticamente para permitir una mayor capacidad de almacenamiento.

Acerca del servidor de CA EEM

CA Enterprise Log Manager utiliza el servidor de CA Embedded Entitlements
Manager (CA EEM) internamente para gestionar configuraciones, autorizary
autenticar usuarios, coordinar actualizaciones de suscripcién de contenido y
binarios y realizar otras funciones de gestién. En el entorno bdsico de CA
Enterprise Log Manager, usted instala CA EEM cuando instala el servidor de
gestion de CA Enterprise Log Manager. Desde ahi, CA EEM gestiona las
configuraciones de todos los servidores de recopilacién de CA Enterprise Log
Manager asi como sus agentes y conectores.

También puede instalar el servidor de CA EEM en un servidor remoto utilizando
los paquetes de instalacion proporcionados en el disco de instalacidn de la
aplicacion, o utilizar un servidor de CA EEM existente si esta utilizando uno con
otros productos de CA.
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El servidor de CA EEM proporciona su propia interfaz Web. No obstante, casi
todas las actividades de configuracién y mantenimiento se desarrollan en la
interfaz de usuario de CA Enterprise Log Manager. No deberia ser necesario
interactuar directamente con las funciones incrustadas del servidor de CA EEM
excepto con las configuraciones de conmutacidn por error y con las funciones
de copia de seguridad y restauracién que forman parte de la recuperacion de
desastres.

Nota: La instalacion del servidor de CA Enterprise Log Manager requiere que
utilice la contrasena de la cuenta de administracidn predeterminada de CA EEM,
EiamAdmin, para registrar correctamente un servidor de CA Enterprise Log
Manager. Cuando instala el primer servidor de gestién de CA Enterprise Log
Manager, crea esta nueva contrasena como parte de la instalacion. Cuando
instala otros servidores de CA Enterprise Log Manager utilizando el mismo
nombre de instancia de aplicacion, creard automaticamente un entorno de red
en el que, posteriormente, podra configurar relaciones de federacidn entre los
servidores de CA Enterprise Log Manager.
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Directrices de la recopilacion de registros

Tenga en cuenta las siguientes directrices de la recopilacidn de registros durante
la fase de planificacion:

m  El tréfico desde el agente al servidor de CA Enterprise Log Manager siempre
estd cifrado, ya se utilice una recopilacién de registros sin agentes o basada
en agentes.

m  Considere la opcién de emplear un mecanismo de recopilacién local de
syslog como solucién alternativa ante los posibles problemas de la entrega
garantizada.

A la hora de determinar si desea utilizar la recopilacion directa mediante el
agente predeterminado, la recopilacidon basada en agente donde el agente se
instala en el host con el origen de eventos, o la recopilacidn sin agente donde el
agente se instala en un punto de recopilacién alejado de los origenes de
eventos, considere estos factores:

m  Compatibilidad con la plataforma
Por ejemplo, WMI sélo admite Windows con el sensor de registro.
m  Compatibilidad del controlador con determinados sensores de registros
Por ejemplo, es necesario un controlador ODBC para que ODBC funcione.
m  Sise puede acceder al origen de registros de forma remota

Por ejemplo, con los registros basados en archivos, necesita una unidad
compartida para los que funcionen de forma remota.

Planificacion de federacion

En CA Enterprise Log Manager, una federacion es una red de servidores que
almacena datos de eventos, genera informes sobre datos de eventos y archiva
estos datos. Una federacidn le permite controlar el modo en que se agrupany
se revisan los datos de una red. Puede configurar el modo en que sus servidores
se relacionan con otros y, ademas, el modo en que se envian las consultas de un
servidor a otro. Por otro lado, puede activar y desactivar consultas federadas
para consultas especificas seglin sea necesario.
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La decisidn de utilizar una federacion se basa en el volumen de eventos
requerido y en sus necesidades empresariales para separar y generar informes
sobre datos de registro. CA Enterprise Log Manager admite federaciones
jerdrquicas y en malla asi como configuraciones que combinan los dos tipos.
Todos los servidores de CA Enterprise Log Manager que desee federar deben
utilizar el mismo nombre de instancia de aplicacidon de CA EEM. Cada instalacion
del servidor de CA Enterprise Log Manager se registra automaticamente con el
servidor de CA EEM utilizando un nombre de instancia de aplicacion.

Puede configurar una federacidn en cualquier momento después de instalar el
primer servidor de CA Enterprise Log Manager y, al menos, otro servidor mas.
No obstante, los mejores resultados se derivan de llevar a cabo una
planificacion antes de la instalacién. Con la creaciéon de un mapa de federacién
detallado, podra completar las tareas de configuracion de forma rapida y
precisa.

En el nivel de red, si dispone de varios servidores de CA Enterprise Log Manager,
puede gestionar volimenes de eventos mayores. Desde la perspectiva de
generacion de informes, la utilizacién de una federacidn le permite controlar
quién puede acceder a los datos de eventos y qué cantidad de datos pueden
ver.

En un entorno bdsico de dos servidores, el servidor de gestion adopta la funcién
de servidor de informes. El servidor de CA EEM interno del servidor de gestidn
de CA Enterprise Log Manager gestiona las configuraciones de la federacidn
central y globalmente (puede cambiar las opciones de configuracion desde
cualquier servidor de CA Enterprise Log Manager de la red). Configure el
servidor de recopilacidn de CA Enterprise Log Manager como servidor de
informes secundario de modo que las consultas y los informes incluyan los datos
mas recientes.

Nota: Si cuenta con un servidor de CA EEM que va a utilizar con CA Enterprise
Log Manager, configure los servidores de CA Enterprise Log Manager del mismo
modo. El servidor de CA EEM remoto y dedicado almacena estas
configuraciones.

También puede configurar las opciones de configuracién local para que
sobrescriban la configuracion global de modo que los servidores de CA
Enterprise Log Manager seleccionados funcionen de un modo distinto al resto.
Por ejemplo, el envio de alertas e informes de correo electrénico a través de un
servidor de correo diferente o la programacién de informes de una rama de la
red a distintas horas.
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Mas informacion:

Federaciones jerarquicas (en la pagina 228)

Federaciones en malla (en la pagina 230)

Consultas e informes en un entorno federado (en la pagina 227)

Configuracion de una federacion de CA Enterprise Log Manager (en la pagina

231)

Creacion de un mapa de federacion

La creacidn de un mapa de federacién es un paso util en la planificacién y en la
implementacion de la configuracion de la federacién. Cuanto mayor sea la red,
mas Util serad este mapa durante las tareas reales de configuracién. Puede
utilizar cualquier programa de disefio grafico o puede esbozar el mapa a mano.
Cuantos mas detalles afiada al mapa, con mayor rapidez realizard la
configuracion.

Para crear un mapa de federacion

1.

Inicie el mapa con dos servidores bdsico de CA Enterprise Log Manager, de
gestidon y recopilacion, e incluya los detalles de cada uno.

Decida si necesita mas servidores de recopilacién y si representan la parte
superior de una jerarquia o de una unidad en una federacion en malla.

Decida el tipo de federacién que mejor se ajuste a sus necesidades:
jerarquica o en malla.

Identifique las oportunidades de las jerarquias, ramas o interconexiones en
funcién de las necesidades de informes empresariales, de los requisitos de
conformidad y del rendimiento de eventos.

Por ejemplo, si su empresa cuenta con oficinas en tres continentes, es
posible que decida crear tres federaciones jerarquicas. También puede
decidir combinar las jerarquias a un nivel superior de modo que los
ejecutivos que tienen mayor responsabilidad y la gestion de seguridad
puedan generar informes que alcancen toda la red. Debe federar como
minimo los servidores de insercidn y consultas de CA Enterprise Log
Manager del entorno basico.

Decida cuantos servidores de CA Enterprise Log Manager totales necesita
implementar.

Este valor se basa en el nimero de dispositivos de la red y en el volumen de
eventos que generan.
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Decida el nimero de capas de servidores federados que necesita.
Este nimero se basa en las decisiones tomadas en los pasos dos y tres.

Identifique los tipos de eventos que recibe cada uno de los servidores de CA
Enterprise Log Manager en la federacion.

Si su red cuenta con un amplio nimero de dispositivos basados en syslog y
s6lo con unos pocos servidores de Windows, es posible que decida asignar
expresamente un servidor de CA Enterprise Log Manager para la
recopilacién de eventos de Windows. Ademas, es posible que necesite
varios servidores para que gestionen el trafico de eventos syslog. La
planificacién con antelacion de los tipos de eventos que reciben los
servidores de CA Enterprise Log Manager facilita la configuracién de los
servicios y las escuchas locales.

Esboce un mapa de esta red para utilizar durante la configuracion de los
servidores de CA Enterprise Log Manager federados (secundarios).

Incluya los nombres DNS y las direcciones IP en el mapa, si los sabe. Utilizara
los nombres DNS de los servidores de CA Enterprise Log Manager para
configurar las relaciones de federacion entre ellos.
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Ejemplo: Mapa de federacion para una gran empresa

Cuando cree un mapa de federacion, tenga en cuenta los distintos tipos de
informes para los que desea diversos conjuntos de datos consolidados. Por
ejemplo, piense en un escenario donde desea que los datos consolidados
utilicen tres tipos de agrupaciones de servidores:

m  Todos los servidores

Para los informes del sistema en eventos autocontrolados, incluidos todos
los servidores. Le permite evaluar el estado de toda su red de servidores de
CA Enterprise Log Manager al mismo tiempo.

m  Todos los servidores de informes

Para los informes de resumen y de tendencias en los que desee examinar
los datos recopilados por todos los agentes que envian datos a todos los
servidores de recopilacién al tiempo que los servidores de recopilacién
procesan consultas en nuevos eventos calientes, es necesario que ejecute
informes federados que sélo incluyan servidores de informes.

= Un conjunto de servidores de recopilacidn con su servidor de informes

Para los informes en los que desee limitar los datos a una configuracién
regional con un servidor de informes, pero desea que el informe incluya los
eventos que todavia no han sido enviados a ese servidor por sus servidores
de recopilacion, es necesario que ejecute informes federados en este
subconjunto de servidores.

A continuacion, se muestra una mapa de federacion que le permite cumplir
estos objetivos:

LEYEMDA:
Rol del senidaor Tipo de federacidn
. Servidor de gestion Principal L
. —
Q Servidor de recopilaciin Fecundario -
[ servidor de informes ierarcica &n malla
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Para implementar el disefio de este mapa de federacidn, deber seguir estos
pasos:

Cree una federacién jerarquica desde el servidor de gestidon con un servidor
de recopilacién relacionado con cada servidor de informes, donde el
servidor de gestidn es el principal y, cada servidor de recopilacién, el
secundario.

Cree una federacidn en malla entre los servidores de recopilacidn para cada
servidor de informes.

Cree una federacidn jerarquica desde cada servidor de recopilaciéon con su
servidor de informes, donde el servidor de recopilacién es el principal y, el
servidor de informes, el secundario.

Cree una federacidon en malla entre los servidores de informes.

Para cumplir un determinado objetivo de informes, es importante ejecutar el
informe desde un servidor representado por una ubicacion especifica en el
mapa de federacion. A continuacidn, se muestran algunos ejemplos:

Para generar un informe del sistema sobre los eventos autocontrolados que
se generan en cada servidor de CA Enterprise Log Manager de la red,
ejecute el informe desde el servidor de gestion.

Para generar informes de resumen y de tendencias desde todos los
servidores de informes de la red, ejecute el informe desde cualquier
servidor de informes.

Para generar un informe sobre los datos que residen en un servidor de
informes y en sus servidores de recopilacion, ejecute el informe desde uno
de estos servidores de recopilacién.
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Ejemplo: Mapa de federacion para una empresa mediana

Antes de crear un mapa de federacidn, determine el nimero de servidores que
pretende dedicar a cada rol de servidor. En el ejemplo siguiente, un servidor
estd dedicado a la gestidon y la generacidn de informes, mientras que los demas
servidores estan dedicados a la recopilacion. Esta configuracion es
recomendable para un entorno de tamafio medio. Puede imaginar la
arquitectura del servidor de gestidén/informes y los servidores de recopilacién
como de concentrador y periferia, donde el servidor de gestion/informes es el
concentrador. El diagrama del mapa de federacién no refleja esta configuracion;
en su lugar, muestra los niveles para que puede distinguir facilmente los pares
federados de forma jerarquica de los pares en malla.

Cuando cree un mapa de federacién, tenga en cuenta los informes y las alertas
para los que desea diversos conjuntos de datos consolidados. Por ejemplo,
piense en un escenario donde desea que los datos consolidados utilicen dos
tipos de agrupaciones de servidores:

m  Soélo el servidor de gestion/informes

Para la mayoria de los informes, en los que desea examinar los eventos
recientemente archivados (tibios) mientras evita que los servidores de
recopilacién procesen consultas de eventos nuevos (calientes)

Nota: Los eventos se suelen guardar desde servidores de recopilacion
(periferias) en el servidor de informes (concentrador) cada hora.

m  Todos los servidores

Para informes del sistema sobre eventos autocontrolados, en los que desea
evaluar el estado de todos los servidores de CA Enterprise Log Manager a la
vez

Para alertas, en las que es importante realizar consultas de eventos nuevos
de todos los servidores de recopilacién
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A continuacidn, se muestra una mapa de federacién que le permite cumplir
estos objetivos:

LEYEMDA:
Rol del servidor Tipo de federacidn
O Servidor de recopilacidn o
_ _ -56:[:'];]1:;:;1 l -
mdnf_::;;a gestién jerdrguico an malla

Para implementar el disefio de este mapa de federacidn, deber seguir estos
pasos:

m  Cree una federacion en malla entre los servidores de recopilacién. (Cada
servidor de recopilacidn es tanto principal como secundario para los demas
servidores de recopilacidn.)

m  Cree una federacion jerarquica de cada servidor de recopilacion al servidor
de gestion/informes, donde el servidor de recopilacion es el principal y, el
servidor de gestidn/informes, el secundario.
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Para cumplir con un objetivo determinado, es importante ejecutar el informe o
la alerta desde un servidor representado por una ubicacidn determinada en el
mapa de federacion y especificar correctamente si es necesaria la federacién. A
continuacién, se muestran algunos ejemplos:

Para programar un informe del sistema sobre los eventos autocontrolados
que se generan en cada servidor de CA Enterprise Log Manager de la red,
ejecute el informe desde el servidor de gestion/informes y especifique la
federacioén.

Para programar un informe sobre eventos recientes (tibios), ejecute el
informe desde el servidor de gestién/informes y elimine la consulta de
federacién. Estos informes incluyen datos recientemente archivados
recopilados por todos los servidores de recopilacién. No es necesaria la
federacioén.

Para programar una alerta que incluya eventos nuevos (calientes) de cada
servidor de recopilacidn y eventos archivados (tibios) en el servidor de
gestion/informes, ejecute la alerta desde cualquier servidor de recopilacion
y especifique la federacidn. Puede limitar los resultados obtenidos en los
servidores de recopilacién mediante la especificacién del intervalo
predefinido, que define los resultados de la dltima hora.

Mas informacion:

Configuracién de un servidor de CA Enterprise Log Manager como servidor

secundario (en la pagina 232)
Funciones de servidor (en la pagina 23)

Ejemplo: Almacenamiento automatico en tres servidores (en la pagina 179)
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Planificacion de acceso y usuarios

Después de instalar el primer servidor de CA Enterprise Log Manager y acceder
a él como usuario de EiamAdmin, podra configurar el almacén de usuarios,
configurar un usuario como administrador y establecer politicas de contrasefias.

La planificacién de acceso y usuarios se limita a lo siguiente:

m  Determinar si desea aceptar el almacén de usuarios predeterminado en este
servidor de CA Enterprise Log Manager o configurar un almacén de usuarios
externo. Si es necesaria la configuracidn, registre los valores requeridos en
las hojas de trabajo suministradas.

m |dentificar al usuario que actuara como primer administrador. Sélo un
administrador puede configurar los parametros de CA Enterprise Log
Manager.

m  Definir las politicas de contrasefias para que los usuarios de CA Enterprise
Log Manager utilicen contrasefias seguras.

Nota: Sélo puede configurar politicas de contrasefias cuando configura el
almacén de usuarios como el almacén de usuarios en este CA Enterprise Log
Manager.

Mas informacion:

Hoja de trabajo del directorio de LDAP (en la pagina 47)
Hoja de trabajo de CA SiteMinder (en la pagina 49)

Planificacion del almacén de usuarios

Una vez instalado el primer servidor de CA Enterprise Log Manager, inicie sesion
en CA Enterprise Log Manager y configure el almacén de usuarios. El almacén de
usuarios configurado es donde se almacenan nombres y contrasefnas de usuario,
utilizados para realizar la autenticacién, y otros detalles globales.

Junto con todas las opciones del almacén de usuarios, los detalles de usuarios
de aplicaciones se almacenan en el almacén de usuarios de CA Enterprise Log
Manager. Entre esta informacidn, se incluyen las funciones, los favoritos del
usuario y la hora del ultimo inicio de sesion.
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Tenga en cuenta lo que se indica a continuacién a la hora de planificar la
configuracion del almacén de usuarios:

Utilice el almacén de usuarios de CA Enterprise Log Manager
(predeterminado)

Los usuarios estdn autenticados con nombres y contrasefias de usuario
creados en CA Enterprise Log Manager. Puede configurar las politicas de
contrasefias. Los usuarios pueden cambiar sus propias contrasefias y
desbloquear las cuentas de otros usuarios.

Referencia desde CA SiteMinder

Los nombres de usuario, contrasenas y grupos globales se cargan desde CA
SiteMinder en el almacén de usuarios de CA Enterprise Log Manager. Los
usuarios se autentican con los nombres y contrasefias de usuario utilizados.
Puede asignar el grupo global a una politica nueva o existente. No puede
crear nuevos usuarios, cambiar contrasefas ni configurar politicas de
contrasefias.

Referencia desde el directorio de LDAP (protocolo ligero de acceso a
directorios)

Los nombres y contrasefias de usuario se cargan desde el directorio de LDAP
en el almacén de usuarios de CA Enterprise Log Manager. Los usuarios se
autentican con los nombres y contrasefias de usuario utilizados. La
informacién de cuenta del usuario cargado pasa a formar parte de las
cuentas de usuarios globales. Puede asignar a los usuarios globales una
funcién de usuario que se corresponda con el acceso que desee que tengan
en CA Enterprise Log Manager. No puede crear nuevos usuarios ni
configurar politicas de contrasefias.

Importante: Le recomendamos que realice copias de seguridad de las politicas
de acceso predefinidas proporcionadas con CA Enterprise Log Manager antes de
que usted o cualquier otro administrador comience a trabajar con ellas. Para
obtener mas informacidn, consulte la Guia de administracion de CA Enterprise
Log Manager.

Mas informacion:

Aceptacién del almacén de usuarios predeterminado (en la pagina 146)

Utilizacién de un directorio de LDAP (en la pagina 147)

Utilizacién de CA SiteMinder como almacén de usuarios (en la pagina 148)
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Hoja de trabajo del directorio de LDAP

Antes de consultar un directorio de LDAP externo, recopile la informacidn de
configuracion que se muestra a continuacion:

Informacion obligatoria Valor

Comentarios

Tipo

Observe el tipo de directorio que esté utilizando.
CA Enterprise Log Manager admite diversos
directorios entre los que se incluyen

Microsoft Active Directory y Sun ONE Directory.2

Consulte la interfaz de usuario para obtener una
lista completa de directorios admitidos.

Host

Registre el nombre de host del servidor del
directorio o del almacén de usuarios externo.

Puerto

Registre el nombre de puerto en el que el
almacén de usuarios externo o el servidor del
directorio realiza la escucha. El puerto 389 es el
puerto conocido de LDAP (protocolo ligero de
acceso a directorios). Si su servidor de registro no
utiliza el puerto 389, registre el nimero de
puerto correcto.

DN de base

Registre el nombre completo de LDAP (DN) que
se utiliza como base. EI DN es un identificador
Unico de una entrada de una estructura de arbol
del directorio de LDAP. En este DN de base no se
admiten espacios. Solo los grupos y los usuarios
globales detectados debajo de este DN se asignan
y se pueden asignar a una funcién o a un grupo
de aplicacion de CA Enterprise Log Manager.

Contrasena

Introduzca y confirme la contrasefia del usuario
enumerado en la fila DN de usuario.
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Informacion obligatoria

Valor

Comentarios

DN de usuario

Introduzca las credenciales validas de cualquier
usuario vélido del registro de usuarios cuyo
registro se puede buscar. Introduzca el nombre
completo (DN) del usuario.

Puede iniciar sesion con cualquier ID de usuario
con las funciones de administrador. El DN de
usuario y la contrasefia asociada son las
credenciales utilizadas que hay que adjuntar al
host del directorio externo.

Utilizacién de Transport Layer
Security (TLS)

Especifica si el almacén de usuarios va a utilizar el
marco de trabajo de TSL para proteger las
transmisiones de texto sin formato. Cuando se
selecciona, TLS se utiliza cuando se realiza la
conexién de LDAP con el directorio externo.

Inclusidn de atributos sin asignar

Especifica si desea incluir campos no
sincronizados desde el directorio de LDAP. Los
atributos externos no asignados se pueden
utilizar para realizar busquedas y como filtros.

Usuarios globales en caché

Especifica si desea almacenar usuarios globales
en la memoria para lograr un acceso rapido. Esto
acelera las busquedas, a expensas de la
escalabilidad. En un entorno de pruebas
pequefio, se recomienda la seleccién.

Tiempo de actualizacién de
caché

Si ha seleccionado Usuarios globales en caché,
especifique la frecuencia, en minutos, para
realizar la actualizacidn de los usuarios y de los
grupos globales en caché e incluir los registros
nuevos y cambiados.

Recuperacion de grupos de
intercambio como grupos de
usuarios globales

Si el tipo de directorio externo es

Microsoft Active Directory, esta opcidn especifica
gue desea crear grupos globales desde la
informacidn del grupo de Microsoft Exchange Si
se selecciona, podra escribir politicas para los
miembros de las listas de distribucién.
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Hoja de trabajo de CA SiteMinder

Antes de utilizar CA SiteMinder como almacén de usuarios, recopile la siguiente

informacién de configuracién:

Informacion obligatoria

Valor

Comentarios

Host

Especifica el nombre de host o la direcciéon IP
del sistema CA SiteMinder utilizado. Puede
utilizar direcciones IP IPv4 o IPv6.

Nombre de administrador

El nombre de usuario del superusuario de CA
SiteMinder que realiza el mantenimiento del
sistema y de los objetos de dominio.

Contrasefna de administrador

La contrasefia del nombre de usuario asociado.

Agent Name

El nombre del agente proporcionado por el
servidor de politicas. El nombre no distingue
mayusculas de minusculas.

Agent Secret

El secreto compartido distingue mayusculas de
minusculas tal y como se define en CA
SiteMinder. Agent Secret distingue mayusculas
de mindsculas.

Usuarios globales en caché

Especifica si los usuarios globales se almacenan
en memoria caché de modo que se puedan
realizar busquedas mas rapidas a expensas de
la escalabilidad.

Nota: Los grupos de usuarios globales siempre
se almacenan en caché.

Tiempo de actualizacidn de
caché

Intervalo en minutos tras el que la caché del
usuario se actualiza automaticamente.

Inclusidn de atributos sin asignar

Especifica si se incluyen atributos externos que
no estdn asignados para utilizarse como filtros
o en busquedas.

Recuperacidn de grupos de
intercambio como grupos de
usuarios globales

Si el tipo de directorio externo es

Microsoft Active Directory, esta opcidn
especifica que desea crear grupos globales
desde la informacién del grupo de

Microsoft Exchange. Si se selecciona, podra
escribir politicas para los miembros de las listas
de distribucién.
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Informacion obligatoria Valor

Comentarios

Tipo del almacén de
autorizaciones

Define el tipo de almacén de usuarios en uso.

Nombre del almacén de
autorizaciones

Especifica el nombre asignado del almacén de
usuarios utilizado en el campo Tipo de almacén
de autorizaciones.

Usuarios con funcion de administrador

Sélo los usuarios a los que se les ha asignado la funcion de administrador
pueden configurar componentes de CA Enterprise Log Manager.

Una vez instalado el primer CA Enterprise Log Manager, podrd acceder al
servidor de CA Enterprise Log Manager a través de un explorador, iniciar sesion
con las credenciales de EiamAdmin y configurar el almacén de usuarios.

El siguiente paso es asignar el grupo de aplicaciones del administrador a la
cuenta del usuario que va a realizar la configuracion. Si configura el almacén de
usuarios predeterminado como el almacén de usuarios de CA Enterprise Log
Manager, cree una nueva cuenta de usuario y asignele la funcién de
administrador. Si ha utilizado un almacén de usuarios externo, no podra crear

un nuevo usuario. En este caso, busque el registro de usuario de la persona que
va a ser el administrador y agregue el grupo de aplicaciones del administrador a
la cuenta de este usuario.

Planificacion de politicas de contrasenas

Si acepta el almacén de usuarios predeterminado, definira nuevos usuarios y
establecera politicas de contrasefias para estas cuentas de usuario desde CA
Enterprise Log Manager. La utilizaciéon de contrasefias seguras le ayuda a
proteger los recursos de los equipos. Las politicas de contraseiias le ayudan a
crear contrasefias seguras y le impiden utilizar contrasefias de seguridad baja.
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Las politicas de contrasefas predeterminadas proporcionadas con CA Enterprise
Log Manager ofrecen una seguridad muy débil de proteccidn de contrasefias.
Por ejemplo, la politica predeterminada permite que los usuarios utilicen su
nombre de usuario como contrasefia y les permite desbloquear las contrasefias.
También permite que las contrasefias no caduquen y que no se bloqueen
cuando se producen varios intentos fallidos de inicio de sesién. Las opciones
predeterminadas se establecen intencionadamente con un nivel de seguridad
de contrasefia muy bajo para permitirle crear sus propias politicas de
contrasefias personalizadas.

Importante: Debe modificar las politicas de contrasefias predeterminadas para
gue coincidan con las restricciones de contrasefas en uso de su empresa. No le
recomendamos ejecutar CA Enterprise Log Manager en entornos de produccién
con las politicas de contrasefias predeterminadas.

Puede rechazar estas actividades, aplicar politicas en los atributos de
contrasefia (por ejemplo, longitud, tipo de caracter, duracién y reutilizacion) y
establecer una politica de bloqueo en funcién de un nimero configurable de
intentos fallidos de inicio de sesién como parte de su politica de contrasenas
personalizada

Mas informacion:

Configuracion de politicas de contrasefias (en la pagina 150)

Nombre de usuario como contrasena

Para que las contraseias sean mas seguras, se recomienda que las contrasefias
no contengan el nombre de usuario o no coincidan con él. La politica de
contrasefias predeterminada activa esta opcién. Aunque esta opcidn parezca
atil al configurar las contrasefias temporales para nuevos usuarios, se
recomienda desactivar esta seleccidn de politica de contraseias. Con la
desactivacién de esta opcion, se evita que los usuarios utilicen este tipo de
contrasefia de seguridad baja.
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Reutilizacién y duracion de contraseiias

Tenga en cuenta las siguientes directrices cuando determine las politicas sobre
la reutilizacién y la duracion de las contrasefias:

La politica de reutilizacién de contrasefias garantiza que una determinada
contrasefia no se vuelva a utilizar de forma habitual. Esta politica crea un
historial de contrasefas. Un ajuste de 0 significa que no se aplica el historial
de contrasefias. Un ajuste superior a 0 especifica el nUmero de contraseiias
que se guardan y se utilizan para realizar la comparacién cuando se cambia
la contraseiia. Una politica de contrasefas segura debe impedir que los
usuarios vuelvan a utilizar una contrasefia durante, al menos, un afio.

La duracion mdxima recomendada de una contraseiia depende de la
longitud y de la complejidad de la contrasefia. Por lo general, una
contrasefia aceptable no se puede romper a la fuerza antes de que finalice
la duracién maxima permitida de la contrasefia. Un estandar aceptable para
la duracién mdaxima es de 30 a 60 dias.

La configuracién de una duracion minima impide que los usuarios
restablezcan las contrasefias numerosas veces durante una sola sesion para
solventar una politica de restriccidn de reutilizacién. Se recomienda que
sean tres dias.

Si configura una duracién de contraseiia, se recomienda que avise a los
usuarios para que restablezcan sus contrasefias. Puede configurar la
advertencia para que se muestre en el punto medio de la duraciéon de la
contrasefia o poco antes de caducar la contrasefia.

Debe bloquear las cuentas de usuario una vez sobrepasado un nimero
razonable de inicios de sesion fallidos. De esta forma, puede evitar que los
piratas informaticos adivinen las contrasefias. Tres o cinco intentos es un
numero estandar tras el cual se bloquea una cuenta.

Formato y longitud de la contraseina

Tenga en cuenta las siguientes directrices cuando desee aplicar requisitos de
longitud:

Debido al modo en que se cifran las contrasefias, las contrasefias mas
seguras tienen de siete a 14 caracteres de longitud.

No supere los limites de longitud de las contrasefias impuestos por los
sistemas operativos antiguos de su red.
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Tenga en cuenta las siguientes directrices cuando desee aplicar politicas sobre el
numero maximo o minimo de caracteres que se repite o sobre los caracteres
numeéricos.

m Las contrasefias seguras no aparecen en ningun diccionario.

m Las contrasefias seguras incluyen uno o mds caracteres de al menos tres de
los cuatro conjuntos de minusculas, mayusculas, digitos y caracteres
especiales.

Planificacion de actualizaciones de suscripcion

La actualizacion del servidor de CA Enterprise Log Manager se realiza de forma
automatica a través de las actualizaciones de suscripcion proporcionadas por el
servidor de suscripcion de CA. Las actualizaciones de suscripcidon pueden incluir
lo siguiente:

m  Actualizaciones del producto y del sistema operativo, que todos los
servidores de CA Enterprise Log Manager autoinstalan.

Nota: Puede seleccionar qué actualizaciones del producto y del sistema
operativo se deben aplicar durante cada ciclo de actualizacién.
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m  Actualizaciones de contenido y configuracién, como las que se muestran a
continuacién, que se insertan en el servidor de gestion.

- Consultas de informes
- Informes

- Archivos de asignacién de datos (DM) y archivos de analisis de mensajes
(XMP)

- Escuchas, conectores y otros servicios
- Integraciones

- Actualizaciones de configuracién de mdédulos de CA Enterprise Log
Manager

- Actualizaciones de claves publicas
m  Actualizaciones destinadas para los agentes

Nota: Actualice los servidores de CA Enterprise Log Manager antes de
actualizar los agentes. Los servidores de CA Enterprise Log Manager
admiten agentes con el mismo ndimero de versidon o un numero inferior al
actual. Para ayudar a garantizar un almacenamiento adecuado de los
eventos recopilados al configurar o actualizar agentes, compruebe que el
agente sélo envia eventos a servidores de CA Enterprise Log Manager cuyo
nivel es igual o superior al del agente.

El primer servidor de CA Enterprise Log Manager que instala es el proxy de
suscripcion en linea predeterminado para las actualizaciones de suscripciones.
Los posteriores servidores de CA Enterprise Log Manager se instalan como
clientes de suscripcion. Si es necesario, puede configurar cualquier servidor de
CA Enterprise Log Manager para que actle como proxy de suscripcién sin
conexion. También puede configurar mas servidores proxy de suscripcién en
linea.

La planificacién de suscripcidon implica lo siguiente:
m  Evaluar la necesidad de un proxy HTTP

m  Evaluar la necesidad de un proxy de suscripcion sin conexién

m  Evaluar la necesidad de una lista de servidores proxy
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Puertos y componentes de suscripcion

La suscripcion incluye los siguientes componentes:

m  Servidor de suscripciones de CA

m  (Opcional) Proxy HTTP

m  Servidores de CA Enterprise Log Manager, que se pueden configurar como:
- Proxy de suscripcién (en linea)
- Cliente de suscripcidn
- (Opcional) Proxy de suscripcién sin conexion

m  Servidor de gestién de CA Enterprise Log Manager, que normalmente es el
proxy de suscripcion predeterminado.

El primer servidor de CA Enterprise Log Manager instalado se suele instalar
con un CA EEM local, y el primer CA Enterprise Log Manager instalado es, de
forma predeterminada, el proxy de suscripcion predeterminado.

CA Enterprise Log Manager utiliza un proxy, o un cliente y servidor, para
proporcionar contenido y actualizaciones binarias. El primer servidor de CA
Enterprise Log Manager que instala se configura automaticamente como el
proxy de suscripcion predeterminado. Este proxy de suscripcion en linea
contacta periddicamente con el servidor de suscripciones de CA para comprobar
las actualizaciones. El contacto puede ser directo o a través de un proxy HTTP.
De forma predeterminada, el resto de servidores de CA Enterprise Log Manager
son clientes de suscripcidn del proxy de suscripcion predeterminado. Los
clientes de suscripcion contactan con el proxy de suscripcion predeterminado
para comprobar las actualizaciones. Los clientes y servidores proxy autoinstalan
los mdédulos que solicitan.

El almacén de usuarios de CA Enterprise Log Manager recibe actualizaciones de
contenido y configuracion y almacena todas las configuraciones del servicio de
suscripcion.
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El puerto 80, el conocido puerto del protocolo HTTP, se utiliza para las
solicitudes de Internet con el servidor de suscripciones de CA. El puerto 5250 se
utiliza para el trafico interno entre los servidores de CA Enterprise Log Manager.
El puerto desde el proxy de suscripcién en linea al proxy HTTP se configura con
otra informacién del proxy HTTP.

Servidor de suscripcion de (CAl

Puerto 80 4

s

s Servidor de

7 gestion
T TProxy —
configurado
Proxy por el usuario
HTTF

Proxy de

local - .
suscripcion an linea

Cliente de suscripcidn
Mas informacion:

Configuracién de un proxy de suscripcidn en linea (en la pagina 202)
Asignaciones de puertos predeterminados (en la pagina 117)

Cuando configurar una suscripcion

No se recomienda configurar una suscripcidn hasta haber instalado y planeado
los servidores de CA Enterprise Log Manager. Si prefiere obtener actualizaciones
de suscripcién al momento, piense en la posibilidad de sobrescribir el valor del
tiempo (valor predeterminado de 30 dias) que se van a retener las
actualizaciones descargadas con un intervalo que permita que todos los
servidores de CA Enterprise Log Manager planeados se instalen y actualicen
antes de realizar la primera limpieza. Los nuevos servidores agregados a los
clientes de suscripcion después de haber realizado una o varias limpiezas se
perderan las actualizaciones disponibles antes de la limpieza. Si instala nuevos
servidores después de realizar la limpieza, configlirelos como sus propios
servidores proxy de suscripcion para que se puedan aplicar todas las
actualizaciones disponibles del servidor de suscripciones de CA. Posteriormente,
podra volver a configurar los nuevos servidores como clientes de suscripcion.
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Planificacion del espacio en disco

Le recomendamos que compruebe habitualmente el espacio libre en disco para
disponer del espacio necesario a la hora de descargar actualizaciones de
suscripcidn. Si el espacio en disco utilizado en un CA Enterprise Log Manager
configurado como cliente de suscripcién supera el 90% cuando el motor de
suscripcidn trate de realizar la actualizacion, el servicio de suscripcién emitird un
evento autocontrolado y suspenderd el proceso de descarga.

Puede programar una alerta de accién basada en la consulta Espacio en disco
disponible bajo.

Nota: Para ver un ejemplo, consulte la seccién sobre alertas de accidn en la Guia
de administracion de CA Enterprise Log Manager .

Evaluacion de la necesidad de un proxy HTTP

Antes de configurar los ajustes globales de suscripcion, determine siva a
descargar actualizaciones de suscripcidén en su red interna a través de un
servidor proxy HTTP. Numerosas empresas requieren que las conexiones a
Internet de salida se realicen a través de un servidor proxy HTTP. Puede
especificar las credenciales del servidor proxy HTTP como parte de la
configuracion de suscripciéon. De este modo, el proxy de suscripcién omite el
proxy HTTP cuando comprueba las actualizaciones desde el servidor de
suscripciones de CA. Gracias a la omisidn automatica, ninguno tiene que estar
presente durante el proceso de actualizaciones de suscripcidn.

Servidor de suscripcidn de

Q-

Proxy _
HTTP Proxy dal suUsCripcion
local en linea de
CA Enterprise
Log Manager
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Si utiliza un proxy HTTP, debe contar con una direccién IP, un nimero de puerto
y credenciales a la hora de iniciar esta configuracién.

Comprobacion del acceso a la fuente RSS para la suscripcion

Cuando inicie la configuracién de los ajustes globales de suscripcién, compruebe
que el servidor proxy de suscripcidon predeterminado pueda acceder a la URL de
fuente RSS predefinida. Si se ha generado la lista de médulos para descargar, el

acceso ha sido correcto.

Si no se genera el area de mdédulos para descargar y el servidor esta protegido
por cortafuegos, configure los ajustes del proxy HTTP para que los servidores
proxy en linea puedan contactar con la fuente RSS.

58 Guia de implementacion



Planificacion de actualizaciones de suscripcion

Evaluacion de la necesidad de un proxy de suscripcion sin conexion

Antes de configurar una suscripcion, determine si necesita designar servidores
proxy de suscripcidn sin conexién. Los servidores proxy de suscripcion sin
conexién son necesarios cuando los servidores de CA Enterprise Log Manager
configurados como clientes de suscripcién no tienen acceso a ningln proxy de
suscripcion en linea debido a las politicas que no permiten que estos servidores
accedan a ningun servidor mediante acceso a Internet. Estas politicas incluso
pueden establecer que ningln servidor de CA Enterprise Log Manager sea un
proxy de suscripcion en linea. En ambos casos, es necesario un proxy de
suscripcidn sin conexion. La diferencia entre estos escenarios es el modo en que
se recupera la actualizacidn de suscripcidén desde el servidor de suscripciones de
CA; en un caso, el proxy en linea recupera las actualizaciones de forma
programaday, en el otro, es una persona en un servidor remoto la que recupera
las actualizaciones manualmente.

Servidor de suscripcion de )

Proxy de SIN CONEXION

suscripcion en
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CA Enterprise ‘&l
Log Manager

o bien

Usuario en servidor
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a Internet Proxy de Clientes de
suscripcién sin suscripeion de

égr;zerftggr%z CA Enterprise

Log Manager Log Manager

Mas informacion:

Configuracion de un proxy de suscripcién sin conexion (en la pagina 204)
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Como funciona la suscripcion con clientes en linea

El servidor proxy de suscripcidn en linea predeterminado y otros proxy de
suscripcidn configurados por usted obtienen actualizaciones de suscripcion del
servidor de suscripcidon de CA. Omiten un servidor proxy HTTP, si estd

configurado.

La ilustracidn siguiente muestra un escenario en linea simple con el servidor de
suscripcion de CA, el proxy de suscripcidn en linea predeterminado, el servidor
de gestién de CA Enterprise Log Manager y algunos clientes de suscripcion:

2

Servidor

| Servidor de suscripciones de CA I

Servidor proxy de
suscripcion en linea de

loca CA Enterprise Log

A continuacidn, se muestra una descripcion del proceso indicado por las flechas

Manager

numeradas:

1.

Cuando el administrador configura por primera vez la Configuracion del
servicio global: médulo de suscripcion y especifica la URL de fuente RSS, el
proxy de suscripcion accede al servidor de suscripcion de CA a través de la
URL de fuente RSS para obtener la lista de mddulos disponibles de descarga.
Cuando el administrador selecciona los médulos para descargar, el sistema
determina las actualizaciones que todavia no se han descargado en el proxy
en linea. El proxy de suscripcién en linea descarga las nuevas actualizaciones
de suscripcién, probablemente a través de un servidor proxy HTTP local. Las
actualizaciones de suscripcion incluyen actualizaciones del contenido y

(&

El servidor de
gestion de CA
Enterprise Log
Manager

Clientes de la

suscripcion de
CA Enterprise
Log Manager

actualizaciones del producto y del sistema operativo.
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2. El proxy de suscripcién en linea inserta las actualizaciones de contenido y
configuracion en el componente del servidor de gestién de CA Enterprise
Log Manager que almacena este tipo de informacion para todos los
servidores CA Enterprise Log Manager del entorno.

3. Losclientes de suscripcién sondean el servidor proxy de suscripcidn. Si hay
nuevas actualizaciones disponibles, los clientes de suscripcion las
descargaran. La descarga es un archivo zip que contiene actualizaciones del
producto y del sistema operativo, un script para realizar la instalacién y un
archivo de informacién de componente (componentinfo.xml). En caso de
que sea necesario realizar una copia de seguridad, los clientes de
suscripcidn creardn una copia de seguridad de la instalacidn mds reciente de
las actualizaciones del producto y también crearan un script que restaura el
estado de las actualizaciones por si necesita deshacer los cambios (la copia
de seguridad no incluye las actualizaciones del sistema operativo). A
continuacion, los clientes de suscripcién ejecutan el script de instalacion que
instalard las actualizaciones del producto.

Coémo funciona la suscripcion con clientes sin conexion

La ilustracidn siguiente muestra un escenario sin conexidn simple con el servidor
de suscripciéon de CA, el proxy de suscripcion en linea predeterminado, un proxy
de suscripcién sin conexién, un servidor de gestion con el usuario de CA
Enterprise Log Manager y algunos clientes de suscripcidn.

eca  OFFLINE

Enterprise Log

¥ Manager
Management

(3 Subscription Server

a

Local
;';:5 CA Enterprise
server Logom;: ger CA Enterprise CA Enterprise
- Log Manager Log Manager
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subscription proxy offline subscription clients

subscription proxy
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A continuacidn, se muestra el proceso representado por las flechas
enumeradas:

1.

El proxy de suscripciéon en linea accede al servidor de suscripcién de CA'y
descarga actualizaciones de contenido asi como actualizaciones del
producto y del sistema operativo, probablemente a través de un servidor
HTTP local. Las actualizaciones del producto descargadas se basan en los
maddulos para descargar seleccionados; esta configuracion forma parte de la
Configuracion global de servicios: médulo de suscripcion

Copie todo lo que se encuentra en la ruta de descarga del proxy en linea en
la ruta de descarga del proxy sin conexidn. La utilidad scp (copia segura) se
proporciona para realizar esta accién. También puede emplear la utilidad
sftp. El contenido copiado incluye actualizaciones de contenido asi como
actualizaciones del sistema operativo y del producto binario. Después de
realizar la copia, cambie la propiedad de los archivos en el usuario de
caelmservice.

El servidor proxy de suscripcidn sin conexion inserta las actualizaciones de
contenido en el servidor de gestidn de CA Enterprise Log Manager.

Los clientes de suscripcidn sondean el servidor proxy de suscripcion sin
conexion. Si hay nuevas actualizaciones disponibles, los clientes de
suscripcion las descargaran. La descarga es un archivo zip que contiene
actualizaciones del producto y del sistema operativo, un script para realizar
la instalacién y un archivo de informaciéon de componente
(componentinfo.xml). En caso de que sea necesario realizar una copia de
seguridad, los clientes de suscripcion crearan una copia de seguridad de la
instalacion mas reciente de las actualizaciones del producto y también
creardn un script que restaura el estado de las actualizaciones por si
necesita deshacer los cambios (la copia de seguridad no incluye las
actualizaciones del sistema operativo). A continuacidn, los clientes de
suscripcidn ejecutan el script de instalacion que instalara las actualizaciones
del producto.
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Funcionamiento de la suscripcion con proxy sin conexion

Es posible ejecutar un sistema de servidores de CA Enterprise Log Manager, del
cual ninguno de ellos tenga acceso a Internet. En esta excepcién, incluso el
primer servidor instalado, que se configura automaticamente como el proxy de
suscripcidn predeterminado, no puede tener acceso en linea. Ha configurado el
proxy de suscripcidon predeterminado como proxy sin conexion. Para realizar las
actualizaciones, debe acceder manualmente al sitio FTP de CA especificado. Este
sitio FTP contiene una carpeta para las versiones mas importantes. Las carpetas
con las versiones anteriores, como r12.0, contienen un archivo tar o de nucleo
con la versidn, los Service Pack y todas las actualizaciones agregadas durante el
ciclo de la versidn. La carpeta para la version actual contiene un archivo de
nucleo, actualizado con cada Service Pack, y un archivo suplementario que
contiene las actualizaciones y correcciones del contenido acumulativo. Se puede
obtener el archivo tar deseado a través de FTP desde cualquier servidor de la
red. A continuacion debe extraerlo en la ruta de descarga del servidor proxy sin
conexidn. La actualizacidon de los clientes y del repositorio de contenido se
realiza tal y como se ha configurado.

sin
El servidor de ~nnexion
gestion de
CA Enterprise Log
Manager

A s FTP

Usuario en servidor
remolo con servicio
FTP o conexion a

CA Enterprise CA Enterprise

Intermet Log Manager Log Manager
proxy de suscripcion clientes de
sin conexion suscripcion
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A continuacidn, se muestra el proceso representado por las flechas
enumeradas:

1.

Desde un servidor remoto con una conexion de Internet o en un servicio
gue ejecuta FTP, acceda al sitio FTP que contiene el archivo tar para cada
versién y Service Pack de CA Enterprise Log Manager. Abra la carpeta de la
version actual o deseada. Descargue el archivo de nucleo,
subscription_12.x.x.x.tar, si no lo ha descargado ya anteriormente. Si ha
descargado este archivo, descargue el archivo suplementario.

Rellene la ruta de descarga del proxy sin conexién con las actualizaciones
siguientes:

a.

e.

Si ha descargado el archivo tar de nucleo, copie este archivo en el
directorio /opt/CA/LogManager/data del proxy sin conexidn. La utilidad
scp (copia segura) se proporciona para realizar esta accidén. También
puede emplear la utilidad sftp.

Cambie el nombre del directorio de suscripcién existente a
subscription.bak

Descomprima el archivo tar.
tar -xvf subscription x x x x.tar

La estructura de directorios /opt/CA/LogManager/data/subscription se
crea con los ultimos archivos binarios y contenido. Se configuran los
permisos y propiedad.

Si ha descargado el archivo tar suplementario, copie este archivo en el
directorio /opt/CA/LogManager/data/subscription del proxy sin
conexién y descomprima el tar. Esta accién actualizard mddulos y
archivos con las ultimas versiones.

Reiniciar el servicio iGateway.

El servidor proxy de suscripcidn sin conexion envia las actualizaciones de
contenido al servidor de gestion de CA Enterprise Log Manager.
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Los clientes de suscripcidn, incluyendo el cliente en el servidor de gestion y
el proxy sin conexion, se ponen en contacto con el servidor proxy de
suscripcidn sin conexion para obtener actualizaciones. Si hay nuevas
actualizaciones disponibles, los clientes de suscripcidn las descargaran. La
descarga es un archivo zip que contiene actualizaciones del producto y del
sistema operativo, un script para realizar la instalacién y un archivo de
informacién de componente (componentinfo.xml). Si se requiere una copia
de seguridad, los clientes de suscripcion creardn una copia de seguridad a
partir de la Ultima instalacién de las actualizaciones del producto y también
estableceran un script que permitira la recuperacion de los cambios. (la
copia de seguridad no incluye las actualizaciones del sistema operativo). A
continuacion, los clientes de suscripcién ejecutan el script de instalacion que
instalard las actualizaciones del producto.

Evaluacion de la necesidad de una lista de servidores proxy

Antes de configurar los clientes de suscripcién, determine el origen desde el que
los clientes de suscripcion recuperan actualizaciones de contenido. Los clientes
de suscripcion pueden obtener actualizaciones directamente desde el proxy de
suscripcidn o puede configurar una lista de servidores proxy intermedios para
descargar solicitudes de actualizaciones.

En las empresas con pocos servidores de CA Enterprise Log Manager que
estdn muy préximos en la red, le recomendamos que los clientes de
suscripcidn utilicen el proxy de suscripcion predeterminado.

Proxy de suscripcion
predeterminado (gn linga)
de CA Enterprise
Log Manager

Todos bos clientes
de suscripcidn
reciben senvicio
del proxy de

* SUSCripcian

= ' predeterminado
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m  Enlas empresas con un gran numero de servidores de CA Enterprise Log
Manager o donde los servidores de CA Enterprise Log Manager se
encuentran muy dispersos, le recomendamos que configure una lista de
servidores proxy de suscripcidn para cada cliente de suscripcion. Cuando
una lista de servidores proxy esta configurada, cada cliente contacta con los
miembros de la lista, uno a uno, y sélo cuando no puede realizar la
conexidn, contacta con el proxy de suscripcion predeterminado.

CA Entarprisa

Log Manager

Default {onling)
subscriplion proxy

Subscription clients in
ancther region
configured with a
different subscription
proxy list

Subscription clients in
one region configured
with one subscription
proxy list

Ejemplo: configuracion de suscripcion con seis servidores

Cuando vaya a realizar la configuracidon de suscripcién, tenga en cuenta las otras
funciones que estén realizando los servidores antes de decidir la funcién de
suscripcidn. De forma predeterminada, el servidor de gestidn, el primer servidor
que instala, es el proxy de suscripcidn predeterminado. El resto de servidores
son clientes de suscripcion del proxy de suscripcion predeterminado. Aunque
esto es aceptable, se recomienda configurar un proxy de suscripcion en linea 'y
tener el proxy predeterminado como proxy redundante o de conmutacién por
error. Se recomienda asignar el rol de proxy en linea al servidor menos activo.
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Ejemplo: seis servidores donde el servidor menos ocupado es el proxy de
suscripcion en linea

Piense en un escenario de seis servidores de CA Enterprise Log Manager. El
servidor de gestion se dedica a autenticar y a autorizar usuarios en el contenido
de la aplicacion de inicio de sesion y de almacenamiento. Cuatro servidores
federados gestionan el procesamiento de eventos y la generacién de informes.
Un sexto servidor es un punto de restauracion dedicado para investigar eventos
de bases de datos restauradas. Una de las ventajas de contar con un punto de
restauracién dedicado es que puede evitar que los datos antiguos se incluyan en
los informes actuales no incluyendo este servidor en la federacién.

En este ejemplo, los dos servidores de recopilacidn y de informes representan
una configuracidn con unos requisitos de procesamiento excepcionalmente
altos. Estos servidores estan federados en una configuracién jerarquica, donde
el servidor de recopilacién es el servidor secundario del servidor de informes.
Los dos servidores que actian como servidores de recopilacién y de informes
representan una configuracion con volUmenes de eventos normales y con
informes programados. Estos servidores se encuentran federados entre ellos y
con el servidor de informes dedicado en una federacidon en malla; es decir, los
tres servidores son del mismo nivel. El objetivo de federar servidores es ampliar
la capacidad de obtener resultados de las consultas de los servidores que se
federan. Una consulta federada desde cualquier servidor en malla devuelve
eventos de si misma y de los tres servidores de la federacién.

Nota: Si desea ejecutar informes consolidados en eventos autocontrolados,
incluya el servidor de gestién en la federacion.
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En este escenario, la solucidon recomendada es configurar el punto de
restauracién como proxy de suscripcion en linea, dado que es el servidor menos
activo. A continuacién, dirija cada cliente a este proxy en linea de modo que el
proxy predeterminado pueda actuar como copia de seguridad en caso de que el
proxy en linea esté ocupado o no esté disponible.

| Servidor de suscripeion de (C3 ]

£ meme_3

Servidor de recopilacidn  Senvidor de informes Sarvidor Servidar de punta
(secundaria) (principal) de gesticn de restauraciin
! S
" Jerdrquise E,__ :
————— B ]
E a :
B
1 Cliente de -
suscripeion % Cliente de Proxy de Proxy de
; / \\ Y suscripcién suscripcidn suscripcién
Lot \@;\ predeterminado en linea
A& Va3
P & \f% Y
P \
£ AT

Cliente de
suscripeidn

Cliente de
suscripcidn

Mas informacion:

Configuracion de una federacion de CA Enterprise Log Manager (en la pagina
231)

Configuracion de servidores de CA Enterprise Log Manager para la suscripcién
(en la pagina 202)

Funciones de servidor (en la pagina 23)
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Planificacion de agentes

Los agentes utilizan conectores para recopilar eventos y transportarlos al
servidor de CA Enterprise Log Manager. Puede configurar un conector en el
agente predeterminado que estd instalado con el servidor de CA Enterprise Log
Manager o puede instalar un agente en un servidor o en un origen de evento de
la red. La decisidon de utilizar agentes externos se basa en el volumen de
eventos, en la ubicacidn de agentes, en las necesidades de filtrado de datos y en
otras consideraciones. La planificacién de la instalacién de agentes implica lo
siguiente:

m  Conocer las relaciones entre los siguientes componentes:
m Integraciones y escuchas
m  Agentes
m Conectores

m  Ajustar el tamafio de la red para decidir cudntos agentes se van a instalar

Debe instalar los agentes relativamente cerca de los origenes de eventos desde
los que desee recopilar los registros de eventos. La mayoria de conectores
recopila eventos desde un Unico origen de eventos. Para los eventos syslog, una
Unica escucha syslog puede recibir eventos desde varios tipos de origenes de
eventos. Un agente puede controlar y gestionar el trafico de eventos de mas de
un conector.

Acerca de la recopilacion de eventos syslog

CA Enterprise Log Manager puede recibir eventos directamente desde origenes
de syslog. La recopilacion de syslog es distinta al resto de métodos de
recopilacion porque varios origenes de registros pueden enviar eventos a CA
Enterprise Log Manager al mismo tiempo. Considere el enrutador de red y el
concentrador VPN como dos origenes de eventos posibles. Ambos pueden
enviar eventos a CA Enterprise Log Manager directamente utilizando syslog,
pero las estructuras y los formatos de registros son diferentes. Un agente de
syslog puede recibir ambos tipos de eventos al mismo tiempo utilizando la
escucha de syslog proporcionada.

Por lo general, la recopilacién de eventos se divide en dos categorias:

m  CA Enterprise Log Manager escucha los eventos syslog en los puertos
configurables.

m  CA Enterprise Log Manager controla los eventos de otros origenes de
eventos, por ejemplo, utilizando WMI para recopilar eventos de Windows.
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Varios origenes de eventos syslog puede transmitir eventos a través de un solo
conector dado que la escucha recibe todo el trafico en un puerto especificado.
CA Enterprise Log Manager puede escuchar eventos syslog en cualquier puerto
(si estd ejecutando un agente como un usuario que no es raiz, podria haber
restricciones al utilizar los puertos que estan por debajo del 1024). Es posible
que los puertos estandar reciban un flujo de eventos formado por diversos tipos
de eventos syslog como, por ejemplo, UNIX, Linux, Snort, Solaris, CiscoPIX,
Check Point Firewall 1, etc. CA Enterprise Log Manager gestiona los eventos
syslog utilizando escuchas que estan especializadas en un tipo especializado de
componente de integracidon. Cree conectores syslog en funcion de las escuchas y
de las integraciones:

m  La escucha proporciona la informacién de conexidon como, por ejemplo,
puertos o host de confianza.

m Laintegracion define los archivos de analisis de mensajes (XMP) y los
archivos de asignacion de datos (DM).

Dado que un solo conector de syslog puede recibir eventos desde varios
origenes de eventos, debe considerar si desea redirigir eventos syslog en
funcidn de su tipo u origen. El tamafio y la complejidad de su entorno
determinaran como equilibrard la recepcién de eventos syslog:

Numerosos tipos de syslog: un conector

Si un solo conector tiene que procesar eventos de distintos origenes de
syslog, y el volumen de eventos es alto, el conector tiene que analizar todas
las integraciones aplicadas (archivos XMP) hasta encontrar un evento. Esto
puede provocar un rendimiento inferior dado que el procesamiento que hay
gue realizar es abundante. Sin embargo, si el volumen de eventos no es
demasiado alto, puede bastar con un solo conector en el agente
predeterminado para recopilar todos los eventos requeridos para el
almacenamiento.
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Un tipo de syslog: un conector

Si configura una serie de conectores Unicos para procesar eventos de un
solo tipo de syslog, puede aligerar la carga de procesamiento expandiéndola
por varios conectores. No obstante, si demasiados conectores se ejecutan
en un solo agente, el rendimiento podria verse afectado ya que cada uno es
una instancia independiente que requiere un procesamiento individual.

Varios tipos de syslog: un conector

Si su entorno cuenta con un gran volumen de eventos con determinados
tipos de eventos syslog, es posible que desee configurar un conector para
que soélo recopile ese tipo de eventos. Por lo tanto, podria configurar uno o
mas conectores para que recopilen varios tipos de eventos syslog que
presenten un volumen de eventos inferior en el entorno. De este modo,
puede equilibrar la carga de recopilacidon de eventos syslog en un numero
mas pequeiio de conectores por lo que puede obtener un mayor
rendimiento.

No es necesario que cree sus propias escuchas de syslog, aunque puede hacerlo
si lo considera oportuno. Podria crear escuchas de syslog independientes con
distintos valores predeterminados para los puertos, host de confianza, etc. De
este modo, puede simplificar la creacidon de conectores si necesita crear
numerosos conectores para cada tipo de evento syslog, por ejemplo.

Mas informacion:

Cuentas de usuarios predeterminadas (en la pagina 115)

Asignaciones de puertos predeterminados (en la pagina 117)
Redireccionamiento de puertos del cortafuegos para eventos syslog (en la
pagina 122)

Certificado de agente y agentes

Todos los agentes utilizan el certificado de CAELM_AgentCert.cer
predeterminado con tal de comunicarse con su servidor de CA Enterprise Log
Manager.

Si desea reemplazar este certificado por un certificado personalizado,
recomendamos que lo sustituya antes de instalar un agente. Si se implementa
un certificado personalizado después de instalar y registrar los agentes en un
servidor de CA Enterprise Log Manager, debera desinstalar todos los agentes,
suprimir la entrada de agente desde el explorador de agentes, reinstalar el
agente, y reconfigurar los conectores.
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Acerca de los agentes

Los agentes se ejecutan como servicio o daemon después de la instalacidn y son
componentes opcionales del producto utilizados en una o varias de las
siguientes situaciones:

m  Un sitio remoto y pequefio necesita recopilar datos de eventos pero no
requiere un dispositivo de software completo de CA Enterprise Log
Manager.

m  Es necesario que filtre los datos en el origen de eventos para reducir el
tréfico de red de la cantidad de datos que se almacena.

m  Es necesario que garantice la entrega de eventos para el almacenamiento
del registro de eventos por conformidad.

m  Es necesario que proteja la transmisidn de registros por la red con el cifrado
de datos.

Los agentes actuan como gestores de procesos de los conectores que recopilan
datos de eventos de distintas aplicaciones, sistemas operativos o bases de
datos. Los agentes proporcionan comandos de gestion de conectores como, por
ejemplo, iniciar, detener y reiniciar desde la interfaz del explorador de agente
de CA Enterprise Log Manager. Los agentes también aplican cambios en la
configuracion y actualizaciones binarias.

Puede instalar agentes en origenes de eventos individuales o en servidores de
host remoto para recopilar eventos de mas de un origen de eventos. La
instalacion del servidor de CA Enterprise Log Manager instala automaticamente
su propio agente. Puede utilizar este agente predeterminado para realizar la
recopilacion de eventos syslog directa.

También puede ver el estado de cualquier agente desde el explorador de agente
en cualquier servidor de CA Enterprise Log Manager de la red. Los agentes
cuentan con un servicio de vigilancia que reinicia un agente cuando se detiene
de forma inesperada y controla las actualizaciones binarias de agentes y
conectores. Los agentes también envian eventos autocontrolados al
almacenamiento del registro de eventos para realizar el seguimiento de
cambios y estados.
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Acerca de los grupos de agentes

También puede crear grupos de agentes, que son agrupaciones légicas de
agentes que facilitan la gestidn. Después de incluir un agente en un grupo de
agentes, podrd cambiar las configuraciones e iniciar y detener todos los
conectores de un grupo al mismo tiempo. Por ejemplo, podria agrupar agentes
por su regién fisica o geogréfica.

Puede crear grupos y mover agentes entre grupos en el explorador de agente. Si
no define un grupo de agentes, entonces todos los agentes residirdn en un
grupo predeterminado que se crea cuando instala CA Enterprise Log Manager.

Los registros de configuraciones de agentes y de grupos de agentes se
almacenan en el servidor de gestién. Cada vez que instala un agente, el servidor
de gestién pone a disposicidn el nuevo agente en el explorador de agente para
cada servidor de CA Enterprise Log Manager que ha registrado con el mismo
nombre de instancia de aplicacion. De esta forma, podra configurar y controlar
cualquier agente desde el servidor de CA Enterprise Log Manager de la red.

Privilegios de cuentas de usuarios de agentes

Los agentes pueden ejecutarse con cuentas de usuarios con privilegios bajos.
Debe crear un grupo y una cuenta de usuario de servicio en el host de destino
antes de instalar un agente. Especificarad el nombre de usuario durante la
instalacion del agente y el programa de instalacién establecera los permisos
adecuadamente. En los sistemas Linux, el usuario del agente es propietario de
todos los binarios del agente, excepto el binario del servicio de vigilancia, que es
propiedad del usuario raiz.

Acerca de las integraciones

El conjunto de integraciones predeterminadas es basicamente una biblioteca de
plantillas. Estas plantillas proporcionan el codigo especifico para recopilar
eventos desde un tipo particular de origen de registros. Una integracién se
convierte en conector cuando se extrae de la biblioteca, se configura y se aplica
a un origen de eventos. Las integraciones incluyen los siguientes tipos de
informacidn:

m  Archivo de acceso a datos con la informacidn de un determinado tipo de
origen de eventos
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m  Archivo de andlisis de mensajes que crea pares de nombre y valor desde los
registros de eventos recopilados

m  Archivo de asignacion de datos que asigna los pares de nombre y valor a la
gramatica de eventos comunes que forma el esquema de la base de datos
para el almacenamiento del registro de eventos del servidor de CA
Enterprise Log Manager

CA Enterprise Log Manager proporciona una serie de integraciones de origenes
de eventos populares y comunes entre los que se incluyen productos de CA,
cortafuegos populares, bases de datos, sistemas operativos, aplicaciones, etc.
Puede obtener mds integraciones de las siguientes maneras:

m  Actualizaciones de suscripcidn que incluyen nuevas integraciones o nuevas
versiones de las existentes

m  Creacién de integraciones personalizadas utilizando el asistente
proporcionado

Utilice las integraciones para especificar el tipo de recopilacion de eventos que
desee realizar al configurar conectores.

Acerca de los conectores

Los conectores escuchan los eventos y también envian eventos de estado al
agente de forma periddica para que los transporte al servidor de CA Enterprise
Log Manager. Un conector es un proceso que utiliza una integracién y un sensor
de registros para crear una configuracién con el fin de recopilar eventos de un
determinado tipo de origen de eventos. Aparte de para syslog, un conector
utiliza una integracién como plantilla de configuracidn. Los conectores de syslog
se basan en escuchas.

Los agentes utilizan conectores para recopilar eventos. Después de instalar un
agente, puede utilizar el explorador de agente en cualquier servidor de CA
Enterprise Log Manager para configurar uno o varios conectores en ese agente
(los servidores de CA Enterprise Log Manager deben registrarse en el mismo
servidor de gestidn [o servidor de CA EEM externo] y con el mismo nombre de
instancia de aplicacion para configurar los agentes de esta forma).
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Normalmente, hay un conector para cada origen de eventos de la red. En los
eventos syslog, es posible que haya un conector para varios origenes de eventos
en funcién de las opciones de configuracion. Puede crear varios conectores que
utilicen la misma integracion pero que presenten detalles de configuracion
ligeramente diferentes para acceder a distintos origenes de eventos. Algunos
conectores proporcionan ayudantes de la configuracion que recopilan la
informacién necesaria para acceder al origen de eventos. Si necesita un
conector que no cuente con ninguna integraciéon, puede crear una integraciéon
utilizando el asistente de la integracion.

Acerca de los sensores de registros

Un sensor de registro es el componente de un conector que sabe cémo acceder
a los origenes de eventos. CA Enterprise Log Manager proporciona sensores de
registros para los distintos tipos de origenes de eventos y formatos de registros
gue se mencionan a continuacién:

ACLogsensor

Este sensor de registro lee eventos de CA Access Control cuando CA Access
Control emplea selogrd para enrutar eventos.

FileLogSensor
Este sensor de registro lee los eventos de un archivo.
LocalSyslog

Este sensor de registro recopila eventos de cualquier archivo de syslog local
del servidor de UNIX.

ODBCLogSensor

Este sensor de registro utiliza ODBC para conectarse a un origen de eventos
de la base de datos y recuperar eventos de éste.

OPSECLogSensor

Este sensor de registro lee eventos de un origen de eventos de OPSEC de
Check Point.

SDEELogSensor
Este sensor de registro lee eventos de dispositivos de Cisco.
Syslog

Este sensor de registro escucha los eventos syslog.
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TIBCOLogSensor

Este sensor de registro lee eventos de una cola de servicio de mensajes de
eventos (EMS) de TIBCO en implementaciones de CA Access Control.

W3CLogSensor

Este sensor de registro lee eventos de un archivo con formato de registro
W3C.

WinRMLinuxLogSensor

Este sensor de registro activa el agente (Linux) predeterminado en el
servidor de CA Enterprise Log Manager para recopilar eventos de Windows.

WMiLogSensor

Este sensor de registro recopila eventos de origenes de eventos de
Windows mediante la Instrumentacidn de administracién de Windows
(WMI).

El resto de sensores de registro pueden ponerse a disposicién a través de
actualizaciones de suscripcidn. Si desea obtener mas informacion acerca de la
configuracion de los sensores de registros, consulte la ayuda en linea y la Guia
de administracion.

Ajuste de tamaiio de la red de CA Enterprise Log Manager

Cuando planifica el nimero de agentes necesarios, puede utilizar un esquema
simple de ajuste de tamafio como el que se indica a continuacion. En primer
lugar, determine el nimero de conectores que necesita. No tiene que instalar
un agente en todos los origenes de eventos. Sin embargo, sera necesario
configurar un conector para cada origen de eventos que no sea syslog desde el
que vaya a recopilar los eventos. (Puede recopilar eventos WMI desde multiples
origenes de eventos en un unico conector mediante la adicién de un sensor de
registro para cada origen de evento. Asegurese de tener en cuenta los
volimenes de eventos agregados al configurar un conector de este modo.)

Puede configurar los conectores de syslog de varias maneras. Por ejemplo,
puede configurar un solo conector de syslog para que reciba todos los eventos
syslog independientemente del tipo. Sin embargo, se recomienda basar los
conectores de syslog en los volimenes de eventos de origenes de eventos de
syslog especificos.
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Puede instalar agentes en un origen de evento individual. Recomendamos este
procedimiento cuando el recuento de eventos de dicho origen sea elevado. Su
planificacion debe distinguir los agentes de un origen de eventos y los agentes
de un host que actian como recopiladores de distintos tipos de eventos.

Efectos de las reglas de supresion

Durante la planificacidn, es posible que desee tener en cuenta los efectos de las
reglas de supresion, que evitan que los eventos se introduzcan en el sistema de
almacenamiento de registro de eventos o que se recopilen mediante un
conector. Las reglas de supresién siempre estan vinculadas a un conector.
Puede aplicar las reglas de supresion en el ambito del agente, del grupo o del
propio servidor de CA Enterprise Log Manager. Las ubicaciones tienen
diferentes efectos:

m  Lasreglas de supresidn aplicadas a los agentes o a los grupos evitan que los
eventos se recopilen y, por lo tanto, reducen el volumen de tréfico de red
enviado al servidor de CA Enterprise Log Manager.

m  Lasreglas de supresién aplicadas al servidor de CA Enterprise Log Manager
evitan que los eventos se inserten en la base de datos y, por lo tanto,
redicen la cantidad de informacién almacenada.

Existen consideraciones de rendimiento potencial a la hora de aplicar reglas de

supresién a eventos una vez que hayan llegado al servidor de CA Enterprise Log
Manager, especialmente si crea multiples reglas de supresion o la tasa de flujo

de eventos es elevada.

Por ejemplo, puede que desee eliminar algunos de los eventos de un
cortafuegos o de algunos servidores de Windows que producen eventos
duplicados para una misma accidn. La no recopilacion de estos eventos puede
acelerar la transmisidn de los registros de eventos que desea guardar y reduce
el tiempo de procesamiento en el servidor de CA Enterprise Log Manager. En
estos casos, aplicaria una o varias reglas de supresién adecuadas en los
componentes del agente.

Si deseara suprimir todos los eventos de determinado tipo en multiples
plataformas o en todo el entorno, aplicaria una o varias reglas de supresiéon
adecuadas en el servidor de CA Enterprise Log Manager. La evaluacién de
eventos con respecto a la supresiéon se produce cuando los eventos llegan al
servidor de CA Enterprise Log Manager. La aplicacién de un gran nimero de
reglas de supresion en el servidor puede provocar un rendimiento mas lento, ya
que el servidor tiene que aplicar reglas de supresién, ademas de insertar
eventos en el sistema de almacenamiento de registro de eventos.
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Para implementaciones mas pequeiias, puede llevar a cabo la supresion en el
servidor de CA Enterprise Log Manager. También puede decidir aplicar la
supresion en el servidor en el caso de implementaciones en las que se emplean
resimenes (acumulaciones). Si sélo introduce algunos de los eventos de un
origen de eventos que genera grandes cantidades de informacidn, puede decidir
suprimir los eventos no deseados en el agente o en el grupo de agentes para
reducir el tiempo de procesamiento del servidor de CA Enterprise Log Manager.
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Capitulo 3: Instalacion de CA Enterprise
Log Manader

Esta seccidn contiene los siguientes temas:

Descripcion del entorno de CA Enterprise Log Manager (en la pagina 79)
Creacién de DVD de instalacién (en la pagina 82)

Instalacidn de un servidor de CA Enterprise Log Manager (en la pagina 83)
Actualizacidn de los servidores y agentes de CA Enterprise Log Manager para el
soporte de FIPS (en la pagina 95)

Cémo agregar servidores de CA Enterprise Log Manager nuevos en una
federacién existente en el modo FIPS (en la pagina 105)

Consideraciones acerca de la instalacién para un sistema con unidades de SAN
(en la pagina 106)

Configuraciones iniciales del servidor de CA Enterprise Log Manager (en la
pagina 115)

Instalacion del cliente de ODBC (en la pagina 123)

Instalacidn del cliente de JDBC (en la pagina 129)

Solucién de problemas de instalacién (en la pagina 133)

Descripcion del entorno de CA Enterprise Log Manager

CA Enterprise Log Manager se ha disefiado para que esté listo y se pueda
ejecutar poco después de instalarse; es decir, el tiempo que transcurre desde el
comienzo de la instalacion hasta que el producto recopila informacién de
registros y genera informes es minimo. Debe instalar el dispositivo de software
de CA Enterprise Log Manager en un sistema dedicado.

Importante: Dado que el servidor de CA Enterprise Log Manager se dedica a la
recopilaciéon de registros de eventos de alto rendimiento, no debe instalar
ninguna otra aplicacién en el servidor. Si lo hace, el rendimiento podria verse
afectado.

Existen varias formas de configuracién del entorno. Le recomendamos la
configuracion especifica que se muestra a continuacién para garantizar una
gestion adecuada de altos volumenes de eventos en los entornos empresariales.
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En un nivel empresarial bdsico, en el entorno de produccién, instale al menos
dos servidores de CA Enterprise Log Manager en la red existente. Los servidores
de CA Enterprise Log Manager utilizan los servidores DNS existentes en la red
para que funcionen con los host de agentes y de origenes de eventos
mencionados Un servidor se centra en la recopilaciony, el otro, en la
generacion de informes de los registros de eventos recopilados. En un entorno
de dos servidores, el servidor de gestidon que instala primero adopta la funcién
de servidor de informes. Como servidor de gestion, realiza la autorizacién y la
autenticacién de usuario asi como otras funciones de gestidn. La ilustracidn
siguiente muestra este entorno bdsico con algunos origenes de eventos:

Recopilacion Gestion/informes
N e _
]
=

Almacen de ragistros
de reaistros -

‘:-."
=

iIRacorder

Host de agente

Servidoras da Windows

Seradar LN|X

Flujo de eventos

Trafico de comandes y configuracién

Las lineas continuas de este diagrama muestran el flujo de eventos desde los
origenes de eventos al servidor de recopilacidn, o a un host de agente y al
servidor de recopilacion. Puede recopilar eventos syslog directamente
utilizando el agente predeterminado del servidor de recopilacion de CA
Enterprise Log Manager. También podria configurar uno o mas conectores en un
host de agente independiente para realizar la recopilacion a partir de varios
origenes de syslog (no se muestra en este diagrama).
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La recopilacién de eventos de Windows utiliza la Instrumentacién de
administracién de Windows (WMI) para controlar los eventos de los servidores
de Windows. Es necesario que configure un conector WMI en un agente
instalado en un host de Windows como punto de recopilacién de eventos. Con
algunos tipos de eventos, podria utilizar un iRecorder de CA independiente en
un servidor host.

Puede configurar y gestionar los agentes y conectores de estos origenes de
eventos desde cualquier servidor de CA Enterprise Log Manager de la red. Las
lineas discontinuas del diagrama representan el trafico de control y de
configuracion entre el servidor de gestion, los agentes y el resto de servidores
de CA Enterprise Log Manager. En el entorno que se representa en este
diagrama, podra realizar las configuraciones desde el servidor de gestién. De
este modo, el servidor de recopilacién se puede centrar en el procesamiento de
eventos.

El entorno de recopilacién de registros en el que instala los servidores de CA
Enterprise Log Manager presenta las siguientes caracteristicas:

m  Elservidor de gestion de CA Enterprise Log Manager realiza la autorizaciény
la autenticacién del usuario y, ademads, gestiona las configuraciones de
todos los servidores CA Enterprise Log Manager, agentes y conectores de la
red utilizando el servidor de CA EEM local.

En funcion del tamaiio de la red y del volumen del evento, es posible
instalar mas de un servidor de gestion y crear federaciones de servidores de
recopilacién en cada uno. También puede dedicar varios servidores para la
generacién de informes, donde todos los servidores de informes se
registran con su servidor de gestién. En este escenario, el flujo de eventos
pasa de los origenes de eventos al servidor de recopilacion configurado
hasta el servidor de informes configurado.

m  Uno o mas servidores de recopilacion de CA Enterprise Log Manager
procesan y almacenan los eventos entrantes.

m  Los eventos pasan por la red de recopilacidn de registros desde diversos
origenes de eventos después de configurar sus conectores o adaptadores
correspondientes.

Mas informacion:

Planificacién de servidores (en la pagina 22)
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Creacion de DVD de instalacion

El software de CA Enterprise Log Manager se encuentra disponible como
imagenes I1SO descargables y comprimidas. Una vez descargado el software, es
necesario crear el DVD para poder realizar la instalacidn. Siga este
procedimiento para descargar las imdgenes ISO vy, a continuacion, cree los
discos de instalacidén.

Para crear DVD de instalacion

1. Acceda al servidor de descarga http://ca.com/support desde un equipo
conectado a Internet.

2. Haga clic en el vinculo Technical Support (Soporte técnico) y, a continuacion,
haga clic en el vinculo Download Center (Centro de descargas).

3. Seleccione CA Enterprise Log Manager en el campo Select a Product
(Seleccionar un producto) y, a continuacion, seleccione la version en el
campo Select a Release (Seleccionar una version).

4. Active la casilla de verificacion Select all components (Seleccionar todos los
componentes) y, a continuacidn, haga clic en Go (Ir).

Se mostrara la pdgina de descargas de soluciones publicadas
5. Seleccione el paquete de descarga.
Aparecera la pagina de soluciones.

6. Desplacese hasta la parte inferior de la pagina y seleccione el vinculo
Download (Descargar) que esta en frente al nombre del paquete.

Se iniciara la descarga del paquete.

Nota: Es posible que la descarga tarde algln tiempo en completarse en
funcién de la velocidad de la conexién.

7. Descomprima las dos imagenes de instalacion.

8. Cree dos discos de instalacion independientes grabando las imagenes de
disco ISO de CA Enterprise Log Manager y del sistema operativo en DVD-
RW.

Los dos discos de instalacidn contienen todos los componentes del sistema
operativo y del producto, respectivamente, para su entorno de CA
Enterprise Log Manager. Puede utilizar otros componentes como SAPI
Recorder o iRecorder en su entorno. Estas descargas se encuentran
disponibles por separado en el sitio Web de soporte de CA.

9. Utilice los discos de instalacién creados para realizar las instalaciones.
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Instalacion de un servidor de CA Enterprise Log Managder

Instalacion de un servidor de CA Enterprise Log Manader

El proceso de instalacion incluye los siguientes pasos:
m  Complete la hoja de trabajo del servidor de CA Enterprise Log Manager.
m Instale el servidor de gestién de CA Enterprise Log Manager.

Nota: Si se utiliza el almacenamiento SAN, tome precauciones para evitar la
instalacion de una unidad de SAN.

= Instale uno o mas servidores de recopilacidon de CA Enterprise Log Manager.
m  (Opcional) Instale uno o mas servidores de informes.

Nota: Si no instala un servidor dedicado a generar informes, puede utilizar
el servidor de gestidn para que realice esta funcién del servidor de
informes.

m  (Opcional) Instale un servidor de punto de restauracion.
s Compruebe la instalacion.

m  Vea los eventos autocontrolados.

Importante: Configure los discos de almacenamiento de una matriz RAID antes
de comenzar la instalacién de CA Enterprise Log Manager. Configure los dos
primeros discos como RAID 1y configure esta matriz como la matriz de
arranque. Configure los discos restantes como una Unica matriz RAID 5. Si la
matriz RAID no se configura correctamente, podrian perderse datos.

Como parte de la seguridad global del propio servidor de CA Enterprise Log
Manager, la utilidad GRUB estd protegida con contrasefia durante la instalacién.

Hoja de trabajo del servidor de CA Enterprise Log Manader

Antes de instalar un servidor de CA Enterprise Log Manager, recopile la
informacién de la siguiente tabla. Cuando complete la hoja de trabajo, podra
utilizarla para incluir la informacién solicitada en los mensajes de instalacién.
Puede imprimir y completar una hoja de trabajo distinta para cada servidor de
CA Enterprise Log Manager que tenga pensado instalar.

Informacion de CA Enterprise Log Valor Comentarios
Manager

Disco de SO
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Informacion de CA Enterprise Log Valor

Manager

Comentarios

Tipo de teclado

valor apropiado

Especifique el tipo de teclado que
desee utilizar en funcion de su
idioma.

El valor predeterminado utiliza la
configuraciéon de hardware del
teclado conectado al servidor
cuando se inicia.

Seleccién de zona horaria

la zona horaria deseada

Seleccione la zona horaria en la que
reside el servidor.

Contrasefa raiz

nueva contrasefa raiz

Cree y confirme una nueva
contrasefia raiz para este servidor.

Disco de aplicacién

Nombre de host nuevo

nombre de host para este
servidor de CA Enterprise Log
Manager

Por ejemplo:

CA-ELM1

Especifique el nombre de host para
este servidor utilizando Unicamente
caracteres compatibles para host.
La normativa del sector recomienda
el uso de A-Z (con distincion de
mayusculas y minusculas), 0-9 y
guién, donde el primer caracter es
una letray el Ultimo caracter es
alfanumérico. No utilice el caracter
de subrayado en un nombre de
host.

Nota: No aflada un nombre de
dominio al valor de este nombre de
host.

Seleccidn de un dispositivo

nombre de dispositivo

Seleccione el nombre del adaptador
de red para utilizar con las
comunicaciones y con las
recopilaciones de registros de
eventos.

Pulse la barra espaciadora para

introducir la configuracién del
dispositivo.
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Informacion de CA Enterprise Log Valor
Manager

Comentarios

Direccién IP, mascara de subredy valores IP relevantes
puerta de enlace predeterminada

Introduzca una direccidn IP valida
para este servidor.

Introduzca una mdascara de subred
valida y una puerta de enlace
predeterminada para utilizar con
este servidor.

Nombre de dominio el nombre de dominio

Introduzca un nombre de dominio
completo en el que opere este
servidor, por ejemplo,
mycompany.com

Nota: El nombre de dominio debe
estar registrado como servidor DNS
(servidor de nombres de dominio)
en la red para que se permita la
resolucion del nombre de host en la
direccién IP.

Lista de servidores DNS direcciones IPv4 o IPv6
relevantes

Introduzca una o mas direcciones IP
en uso del servidor DNS de su red.

La lista estd separada por comas y
no tiene espacios entre las
entradas.

Si sus servidores DNS utilizan
direccionamiento IPv6, introduzca
estas direcciones con ese formato.

Fecha y hora del sistema fecha y hora local

Introduzca una nueva fecha y hora
del sistema si es necesario.

¢Actualizacion de hora a través de  Si (recomendado)

Indique si desea configurar el
servidor de CA Enterprise Log
Manager para que actualice la fecha
y hora desde un servidor NTP
(Protocolo de tiempo de redes)
establecido.

Nota: La sincronizacidn de fechay
hora asegura que las alertas
contengan datos completos.
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Informacion de CA Enterprise Log Valor

Manager

Comentarios

Nombre o direccién del servidor
NTP

nombre de host o direccion
IP relevante

Introduzca el nombre de host o la
direccion IP valida del servidor NTP
desde el que este servidor de CA
Enterprise Log Manager obtiene la
informacién de fecha y hora.

Sun Java JDK EULA

Si

Lea el acuerdo de licencia hasta que
llegue a la pregunta: ¢ Acepta los
términos de licencia mencionados?
[si 0 no].

Acuerdo de licencia de usuario
final de CA

Si

Lea el acuerdo de licencia hasta que
llegue a la pregunta: ¢ Acepta los
términos de licencia mencionados?
[si 0 no].

éServidor de CA Embedded
Entitlements Manager local o
remoto?

Local: para el primer
servidor instalado (servidor
de gestion)

Remoto: para cada servidor
adicional

Indique si desea utilizar un servidor
de CA EEM local o remoto.

Para un servidor de gestion de CA
Enterprise Log Manager, seleccione
Local. La instalacion le solicitara que
cree una contrasefia para la cuenta
de usuario de EiamAdmin
predeterminada.

Para cada servidor adicional,
seleccione Remoto. La instalacion le
solicitara el nombre del servidor de
gestion.

Independientemente de si
selecciona local o remoto, debe
utilizar el ID y la contrasefia de la
cuenta EiamAdmin para iniciar
sesion la primera vez en cada
servidor de CA Enterprise Log
Manager.
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Informacion de CA Enterprise Log Valor

Manager

Comentarios

Introduccion del nombre del
servidor de CA EEM

Direccion IP o nombre de
host

Este mensaje sdlo se muestra si
selecciona Remoto en el mensaje
del servidor local o remoto.

Introduzca la direccién IP o el
nombre de host del servidor de
gestidon de CA Enterprise Log
Manager que ha instalado primero.

El nombre de host debe estar
registrado como servidor DNS.

Contrasena del administrador del
servidor de CA EEM

Contrasefia de la cuenta
EiamAdmin

Registre la contrasefia de la cuenta
predeterminada del administrador,
EiamAdmin.

El servidor de CA Enterprise Log
Manager requiere las credenciales
de esta cuenta para el inicio de
sesion inicial.

Si esta instalando el servidor de
gestion, creard y confirmara aqui
una nueva contrasefia de
EiamAdmin.

Apunte esta contrasefia ya que la
utilizarad de nuevo durante las
instalaciones de otros agentes y
servidores de CA Enterprise Log
Manager.

Nota: La contraseiia introducida
aqui también es la contrasefia inicial
de la cuenta de caelmadmin
predeterminada que utilizard para
acceder directamente al servidor de
CA Enterprise Log Manager a través
de ssh.

Si lo desea, puede crear mas
cuentas de administrador para
acceder a las funciones de CA EEM
después de realizar la instalacion.
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Informacién de CA Enterprise Log Valor Comentarios
Manager
Nombre de instancia de aplicacion CAELM Cuando instale el primer servidor de

CA Enterprise Log Manager en la
red, creard un valor de instancia de
aplicacion en este mensaje.

El resto de servidores de CA
Enterprise Log Manager utilizan
este valor para registrarse con el
servidor de gestion.

El nombre predeterminado de la
instancia de aplicacion es CAELM.

Puede utilizar cualquier nombre con
este valor. Apunte el nombre de
instancia de aplicacion para utilizar
con instalaciones de CA Enterprise
Log Manager posteriores.

¢Desea que el servidor de CAELM  Sio no La respuesta a esta peticion

se ejecute en modo FIPS? determina si el servidor de CA
Enterprise Log Manager se inicia en
modo FIPS.

Nota: Si se agrega un servidor a una
implementacién de CA Enterprise
Log Manager existente, el servidor
de gestidon de CA Enterprise Log
Manager o el servidor remoto de CA
EEM también deben encontrarse en
modo FIPS. De lo contrario, el
nuevo servidor no podra
registrarse, por lo que deberd
instalarse de nuevo el servidor.

Nota: La instalacidn le permite revisar y cambiar los detalles del servidor de CA
EEM antes de realizar la conexion.

Si el programa de instalacidn no puede conectarse con el servidor de gestién
especificado y decide continuar con la instalacion, puede registrar manualmente
el servidor de CA Enterprise Log Manager con la funcionalidad de CA EEM
incrustada. Si es asi, también debe importar el contenido, la Gramatica de
eventos comunes y los archivos de gestion de agentes. Consulte la seccidon
acerca de la solucion de problemas de la instalacidon para obtener mas
informacién e instrucciones.
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Mas informacion:

Registro del servidor de CA Enterprise Log Manager con el servidor de CA EEM
(en la pagina 136)

Adquisicién de certificados desde el servidor de CA EEM (en la pagina 137)
Importacién de informes de CA Enterprise Log Manager (en la pagina 137)
Importacién de archivos de asignacién de datos de CA Enterprise Log Manager
(en la pagina 138)

Importacién de archivos de andlisis de mensajes de CA Enterprise Log Manager
(en la pagina 139)

Importacién de archivos de gramatica de eventos comunes (CEG) (en la pagina
139)

Importacién de archivos de gestidn de agentes comunes (en la pagina 140)

Instalacion de CA Enterprise Log Manader
Siga este procedimiento para instalar un servidor de CA Enterprise Log Manager.

Para instalar el software de CA Enterprise Log Manader, siga estos pasos:
1. Inicie el servidor con el DVD de instalacidn del sistema operativo.

La instalacion del sistema operativo se iniciard automaticamente.

2. Responda a los mensajes utilizando la informacion de la hoja de célculo del
servidor de CA Enterprise Log Manager.

Si rechaza el acuerdo de licencia, se detendra la instalacién y se apagara el
servidor.

3. Cuando aparezca el mensaje de reinicio, extraiga primero el medio y, a
continuacién, haga clic en Reiniciar.

4. Cuando se le solicite, inserte el disco de la aplicacién de CA Enterprise Log
Manager y pulse la tecla Intro.

5. Responda a los mensajes utilizando la informacidn de la hoja de calculo.

El proceso de instalacion continuard. Cuando aparezca el mensaje:
"Instalacion de CA Enterprise Log Manager correcta.", la instalacién habra
finalizado.

Nota: Cuando instale otro servidor de CA Enterprise Log Manager, es
posible que aparezca un mensaje de error en el registro de instalacion que
indique que el nombre de la aplicacidn que traté de registrar la instalacion
con el servidor de CA EEM ya existe. Puede ignorar este error ya que cada
instalacidn de CA Enterprise Log Manager trata de crear el nombre de la
aplicacion, como si fuese nueva.

Capitulo 3: Instalacién de CA Enterprise Log Manager 89



Instalacion de un servidor de CA Enterprise Log Manader

Cuando finalice la instalacién, debe configurar el servidor de CA Enterprise Log
Manager para poder recibir eventos. Es posible que sea necesario configurar un
conector en el agente predeterminado para recibir eventos syslog.

Mas informacion

Solucién de problemas de instalacidn (en la pagina 133)
Configuracion del agente predeterminado (en la pagina 209)

Comprobacion de que el proceso de iGateway se esté ejecutando

Si no puede acceder a la interfaz Web del servidor de CA Enterprise Log
Manager después de la instalacién y esta seguro de que los puertos de la
interfaz de red estan configurados correctamente, es posible que el proceso de
iGateway no se esté ejecutando.

Puede comprobar de forma rapida el estado del proceso de iGateway a través
de este procedimiento. El proceso de iGateway debe estar ejecutdndose para
que el servidor de CA Enterprise Log Manager pueda recopilar eventos y para
gue se pueda acceder a la interfaz de usuario.

Para comprobar el daemon de iGateway

1. Acceda al simbolo del sistema en el servidor de CA Enterprise Log Manager.
2. Inicie sesion con las credenciales de cuenta de caelmadmin.

3. Cambie los usuarios a la cuenta raiz con el siguiente comando:

su - root

4. Utilice el siguiente comando para comprobar que el proceso de iGateway se
esté ejecutando:

ps -ef | grep igateway

El sistema operativo devuelve la informacidn del proceso de iGateway asi
como una lista de procesos que también se estan utilizando.

Mas informacion:

Resolucién de un error de configuracion de la interfaz de red (en la pagina 135)
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Inicio del servicio o del daemon de iGateway

El servicio o el daemon de iGateway es el proceso que gestiona todas las
llamadas a la interfaz de usuario de CA EEM y CA Enterprise Log Manager. El
proceso debe estar ejecutandose para que pueda acceder a la aplicacién. Siga
este procedimiento para iniciar el proceso de iGateway en caso de que no se
esté ejecutando.

Nota: Si no puede iniciar iGateway, compruebe que la carpeta "/" cuente con
espacio en disco disponible. Si no hay espacio suficiente, es posible que no
pueda iniciar iGateway correctamente.

Para iniciar el servicio o el daemon de iGateway

1. Inicie sesidn como usuario caelmadmin del servidor de CA Enterprise Log
Manager.

2. Cambie los usuarios a la cuenta raiz con el siguiente comando:
su -

3. Inicie el proceso de iGateway con el siguiente comando:
$IGW LOC/S99igateway start

S99igateway es el script de inicio del proceso de iGateway y es propiedad de
la cuenta raiz. Cuando se inicia el proceso de iGateway, éste se ejecuta en la
cuenta de usuario de caelmservice.
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Detencion del servicio o del daemon de iGateway

El servicio o el daemon de iGateway es el proceso que gestiona todas las
llamadas a la interfaz de usuario de CA EEM y CA Enterprise Log Manager. El
proceso debe estar ejecutandose para que pueda acceder a la aplicacién. Siga
este procedimiento para detener el proceso de iGateway. Debe seguir este
procedimiento cuando reinicie el proceso o cuando elimine un servidor de CA
Enterprise Log Manager de la red.

Para detener el servicio o el daemon de iGateway

1. Inicie sesidn como usuario caelmadmin del servidor de CA Enterprise Log
Manager.

2. Cambie los usuarios a la cuenta raiz con el siguiente comando:
su -

3. Detenga el proceso de iGateway con el siguiente comando:
$IGW LOC/S99igateway stop

S99igateway es el script de cierre del proceso de iGateway y es propiedad
de la cuenta raiz. Cuando se inicia el proceso de iGateway, éste se ejecuta
en la cuenta de usuario de caelmservice.

Inicio del servicio o del daemon del agente de CA Enterprise Log Manader

El servicio o el daemon del agente de CA Enterprise Log Manager es el proceso
que gestiona los conectores que envian eventos recopilados a un servidor de CA
Enterprise Log Manager. El proceso debe estar ejecutandose para que los
conectores puedan recopilar eventos. Siga este procedimiento para iniciar el
proceso del agente de CA Enterprise Log Manager en caso de que no se esté
ejecutando.

Para iniciar el servicio o el daemon del agente de CA ELM

1. Inicie sesién como usuario raiz o administrador de Windows.

2. Acceda a un simbolo del sistema e introduzca el siguiente comando:

Linux, UNIX, Solaris: /opt/CA/ELMAgent/bin/S99elmagent start

Windows: net start ca-elmagent
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Detencion del servicio o del daemon del agente de CA Enterprise Log Manager

El servicio o el daemon del agente de CA Enterprise Log Manager es el proceso
gue gestiona los conectores que envian eventos recopilados a un servidor de CA
Enterprise Log Manager. El proceso debe estar ejecutandose para que los
conectores puedan recopilar eventos. Siga este procedimiento para detener el
proceso del agente de CA Enterprise Log Manager. Normalmente, los comandos
de inicio y detencidn se envian desde el explorador de agente de cualquier
servidor de CA Enterprise Log Manager. Podria utilizar este comando para
reiniciar un proceso del agente ademas de todos sus conectores.

Para detener el servicio o el daemon del agente de CA ELM
1. Inicie sesidén como usuario raiz o administrador de Windows.
2. Acceda a un simbolo del sistema e introduzca el siguiente comando:

Linux, UNIX, Solaris: /opt/CA/ELMAgent/bin/S99elmagent stop

Windows: net stop ca-elmagent

Comprobacion de la instalacion del servidor de CA Enterprise Log Manager

Puede comprobar la instalacion del servidor de CA Enterprise Log Manager
utilizando un explorador Web. Puede realizar una comprobacidn inicial de la
instalacidn iniciando sesion en el servidor de CA Enterprise Log Manager.

Nota: Cuando inicie sesion en la aplicacidon de CA Enterprise Log Manager por
primera vez, debe utilizar las credenciales de usuario de EiamAdmin con las que
instald el servidor de CA Enterprise Log Manager. Después de iniciar sesidon con
esta cuenta de usuario, sélo podra ver y utilizar las funciones de gestién de
usuarios y accesos especificas. A continuacion, debe configurar el almacén de
usuarios y crear una nueva cuenta de usuario de CA Enterprise Log Manager
para acceder a la otra funcionalidad de CA Enterprise Log Manager.
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Para comprobar la instalacion del servidor de CA Enterprise Log Manader
1. Abra el explorador Web e introduzca la siguiente direcciéon URL.
https://<server IP address>:5250/spin/calm
Aparecera la pantalla de inicio de sesidn de CA Enterprise Log Manager.
2. Inicie sesién como usuario administrativo de EiamAdmin.

Aparecera la ficha Administracion y la subficha Gestién de usuarios y
accesos. Si puede iniciar sesidn en el servidor de CA Enterprise Log
Manager, la instalacion se ha realizado correctamente.

Nota: Debe configurar uno o mas servicios de origenes de eventos para
poder recibir datos de eventos y ver informes.

Visualizacion de eventos autocontrolados

Puede utilizar eventos autocontrolados para comprobar que el servidor de CA
Enterprise Log Manager estd instalado correctamente. Tiene que completar
algunas tareas de configuracion para que CA Enterprise Log Manager pueda
recopilar y generar informes sobre los datos del registro de eventos de la red.
No obstante, puede ver al momento eventos autocontrolados generados por el
servidor de CA Enterprise Log Manager.

Iniciar sesidn en el servidor de CA Enterprise Log Manager es la mejor forma de
comprobar si la instalacion se ha realizado correctamente. Los eventos
autocontrolados son otra forma de comprobar el estado del servidor de CA
Enterprise Log Manager. Existen una serie de tipos de eventos autocontrolados.
Siga este procedimiento para ver mas datos de los eventos generados por el
propio servidor de CA Enterprise Log Manager.

Para ver eventos autocontrolados
1. Inicie sesidn en el servidor de CA Enterprise Log Manager.

2. Seleccione la ficha Informes.

3. Haga clic en la etiqueta Sistema y seleccione el informe Detalles de los
eventos autocontrolados del sistema.

Se cargara el informe de eventos autocontrolados.

4. Compruebe que los eventos autocontrolados para iniciar sesién y otras
acciones de configuracién preliminares estén presentes en el informe.
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Actualizacion de los servidores y agentes de CA Enterprise Log
Manader para el soporte de FIPS

Se pueden actualizar servidores y agentes existentes de CA Enterprise Log
Manager para la compatibilidad con FIPS mediante el mddulo de suscripcion.
Este proceso de actualizacién comprende los siguientes puntos:

m  Hainstalado CA Enterprise Log Manager r12.1 o ha actualizado a este nivel
desde r12.0 SP3.

m  Ha activado el modo FIPS para la federacion de CA Enterprise Log Manager.
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Actualizacion de los servidores y agentes de CA Enterprise Log Manader para el soporte de FIPS

La actualizacidn y el proceso de activacién de FIPS incluye los pasos siguientes:
1. Actualice el servidor primario o de gestién a r12.1 SP1 o posterior.

Si usa un servidor de CA EEM remoto, asegurese de que estd en un nivel de

versién que es compatible con la operacidn de FIPS. Consulte las Notas de la
version de CA EEM para obtener mds informacidn acerca de la actualizacién

para la compatibilidad con FIPS.

Encontrard instrucciones detalladas para el uso del médulo de suscripcion
para actualizar tanto servidores como agentes de CA Enterprise Log
Manager en la seccidon Guia de Administracidon de la suscripcidn.

2. Actualice todos los otros servidores de CA Enterprise Log Manager en la
federacién a r12.1 SP1 o posterior.

3. Actualice todos los agentes a r12.1 SP1 o posterior vy, si es necesario,
actualice los sensores de registro de los conectores.

Importante: si ha implementado un conector que utiliza el sensor de
registro de syslog en un host de Windows, actualice todas estas
configuraciones de conector para que, al ejecutarse en el modo FIPS, se
utilice el dltimo sensor de syslog para esta versién. Consulte la Matriz de
integracion del producto
https://support.ca.com/irj/portal/anonymous/phpdocs?filePath=0/8238/82
38 integration certmatrix.html de CA Enterprise Log Manager para obtener
la ultima lista de integraciones que utilizan el sensor de registro de syslog.

4. Desactive el acceso a ODBCy a JDBC en el almacenamiento de registro de
eventos.

5. Active el modo FIPS en cada uno de los servidores de CA Enterprise Log
Manager secundarios de la federacién.

Los agentes detectan automaticamente el modo operativo desde el servidor
de CA Enterprise Log Manager que los gestiona.

6. Active el modo FIPS en el servidor primario o de gestién.

7. Verifique que los agentes estan ejecutandose en el modo FIPS a través del
cuadro de mandos del explorador de agentes.

También se puede verificar que los agentes estén enviando eventos
mediante una consulta o un informe, o a través de un examen de la ficha de
eventos controlados automaticamente en el area del servicio Estado del
sistema.
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Cuando se actualiza un agente existente a r12.1 SP1 o posterior, el
procesamiento de suscripcion actualiza, de forma predeterminada, el agente en
el modo no FIPS. Configure el modo FIPS para el servidor de CA Enterprise Log
Manager que gestiona un agente. Un agente detecta el modo FIPS del servidor
gue gestiona y se reinicia en el modo correspondiente, segln sea necesario.
Utilice el cuadro de mandos Explorador de agentes en la interfaz de usuario de
CA Enterprise Log Manager con el fin de consultar el modo FIPS para un agente,
si dispone de privilegios de usuario de Administrador. Para obtener mas
informacién, consulte la informacién de actualizacién en la secciéon Guia de
implementacion acerca de la instalacién de CA Enterprise Log Manager, o la
ayuda en linea para las tareas de gestion de agente.

Mas informacion:

Activacién de la operacién en modo FIPS (en la pagina 101)
Visualizacién del cuadro de mandos de los agentes (en la pagina 103)

Requisitos previos para la actualizacion de la compatibilidad con FIPS
Para que la actualizacion de CA Enterprise Log Manager sea compatible con el
modo FIPS 140-2, se requieren los siguientes requisitos previos:
m  Instalacién de CA Enterprise Log Manager r12.0SP3 or12.1
m  Actualizacién a CA Enterprise Log Manager r12.1 SP1 o posterior mediante
suscripcién

Mas informacion:

Cémo agregar servidores de CA Enterprise Log Manager nuevos en una
federacién existente en el modo FIPS (en la pagina 105)
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Directrices para la actualizacion

Para actualizar CA Enterprise Log Manager y que sea compatible con el modo
FIPS, siga las directrices siguientes:

Si dispone de mas de un servidor de CA Enterprise Log Manager en una
federacién, actualice primero el servidor primario o de gestidon de CA
Enterprise Log Manager a la versién r12.1 SP1 o posterior. A continuacion,
ya podra actualizar el resto de servidores en cualquier orden. El servidor
actualizado se inicia Unicamente en el modo no FIPS. La activacién del modo
FIPS requiere que un usuario Administrador configure el modo operativo de
manera manual.

Importante: no se debe cambiar al modo FIPS en ningun servidor
secundario de CA Enterprise Log Manager durante el procesamiento de
suscripcion. Puede producir un error en el procesamiento de suscripcion.

Los servidores de CA Enterprise Log Manager version r12.1 SP1 o posterior
pueden comunicarse con los agentes de r12.1, pero la compatibilidad con
FIPS de nivel de agente no esta disponible hasta la actualizacién a la versiéon
r12.1 SP1 o posterior.

Cuando se activa el modo FIPS, solamente los agentes de la version r12.1
SP1 o posteriores con el modo FIPS activado pueden comunicarse con el
servidor de CA Enterprise Log Manager. Cuando se activa el modo no FIPS,
el servidor de CA Enterprise Log Manager es totalmente compatible con las
versiones anteriores que contienen agentes mas antiguos. Sin embargo, la
operacion en modo FIPS no estara disponible. Se recomienda instalar
solamente agentes de r12.1 SP1 o posterior después de la actualizacién de
los servidores de CA Enterprise Log Manager a r12.1 SP1 o posterior.

Los agentes asociados con un servidor de CA Enterprise Log Manager que
tengan el modo FIPS activado detectan automaticamente cambios en el
modo del servidor y se reinician en el modo correspondiente.

Agregar un servidor de CA Enterprise Log Manager nuevo en una federacién
existente que se ejecuta en el modo FIPS requiere un tratamiento especial.
Para obtener mas informacion acerca de este tema, consulte la seccion de la
Guia de implementacion acerca de la agregacion de un servidor de CA
Enterprise Log Manager nuevo en una federacidn existente.
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m  Sjhainstalado CA Enterprise Log Manager r12.1 SP1 en modo no FIPS y
desea actualizarlo a CA Enterprise Log Manager r12.1 SP2 en modo FIPS,
puede optar por una de las siguientes opciones:

m Active el modo FIPS en CA Enterprise Log Manager r12.1 SP1 y actualice
a CA Enterprise Log Manager r12.1 SP2 en modo FIPS.

m Actualice a CA Enterprise Log Manager r12.1 SP2 en modo no FIPS y
active el modo FIPS en CA Enterprise Log Manager r12.1 SP2.

Mas informacion:

Activacién de la operacion en modo FIPS (en la pagina 101)

Actualizacion de un servidor de CA EEM remoto

Si utiliza un servidor de CA EEM independiente junto con la instalacién de CA
Enterprise Log Manager, actualicelo para que sea compatible con FIPS antes de
la actualizacidn de cualquiera de los servidores o agentes de CA Enterprise Log
Manager. Consulte las instrucciones en la Guia de introduccion de CA EEM, para
obtener mds detalles e instrucciones.

Desactive el acceso a ODBC y a JDBC en el almacenamiento de registro de
eventos.

Se puede prevenir el acceso de ODBC y JDBC a los eventos en el
almacenamiento de registro de eventos a través de las opciones en el cuadro de
didlogo de configuracion del servicio ODBC. Si desea ejecutar la red federada en
el modo FIPS, desactive el acceso a ODBC y JDBC para continuar con el
cumplimiento de los estandares federales.

Para desactivar el acceso de ODBC y JDBC

1. Inicie sesidn en el servidor de CA Enterprise Log Manager y acceda a la ficha
Administracion.

2. Haga clic en la subficha Servicios y, a continuacién, amplie el nodo de
servicio ODBC.
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3. Seleccione el servidor que desee.

4. Borre la casilla de verificacidn Activar servicio y, a continuacidn, haga clic en
Guardar.

Nota: Desactive la opcidon de ODBC para todos los servidores de CA
Enterprise Log Manager en una federacion con tal de verificar que ODBCy
JDBC se han desactivado.

Activacion de la operacion en modo FIPS

El usuario puede utilizar las opciones en modo FIPS en el servicio de Estado del
sistema para activar o desactivar el modo FIPS. El modo FIPS predeterminado es
no FIPS. Los usuarios Administrador deben configurar el modo FIPS para cada
servidor de CA Enterprise Log Manager en una federacion.

Importante: No se puede operar con modos mixtos dentro de la misma
federacién de servidores. Cualquier servidor de una federacidn que se ejecute
en un modo diferente no puede recopilar datos de consultas e informes, o
responder a solicitudes, desde otro servidor.

Para cambiar entre modos FIPS y no FIPS

1. Inicie sesidn en el servidor de CA Enterprise Log Manager.

2. Haga clic en la ficha Administracion y, a continuacién, en la subficha
Servicios.

3. Amplie el nodo del servicio Estado del sistema y seleccione el servidor de CA
Enterprise Log Manager deseado.

Aparecera el cuadro de didlogo Configuracion del servicio Estado del
sistema.
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4, Seleccione el modo FIPS deseado, Activado o Desactivado, de la lista
desplegable.

5. Haga clic en Guardar.

El servidor de CA Enterprise Log Manager se reiniciard en el modo
seleccionado. Puede iniciar sesidn otra vez para consultar el modo FIPS del
agente desde el Explorador de agente.

6. Verifique el modo de funcionamiento del servidor de CA Enterprise Log
Manager seleccionando el cuadro de didlogo Servicio Estado del sistema
después de que el servidor se haya reiniciado.

También puede utilizar eventos autocontrolados para verificar que el
servidor de CA Enterprise Log Manager se inicia en el modo deseado.
Busque los eventos siguientes en la ficha de Eventos autocontrolados en el
cuadro de didlogo Estado del sistema:

Modo FIPS del servidor activado correctamente
Modo FIPS del servidor desactivado correctamente
Error al activar el modo FIPS del servidor
Error al desactivar el modo FIPS del servidor

La desactivacion del modo FIPS para los servidores de gestion o primario
detiene la devolucidn de datos de consultas e informes federados. Asimismo, los
informes programados no se ejecutan. Esta condicidon continda hasta que todos
los servidores de la federacién se ejecutan en el mismo modo otra vez.

Nota: La desactivacidn del modo FIPS en el servidor remoto de CA EEM o en el
servidor de gestidn es uno de los requisitos para la agregacidn de un nuevo
servidor de CA Enterprise Log Manager para una federacidn del servidor que se
ejecute en modo FIPS.

Mas informacion:

Desactive el acceso a ODBCy a JDBC en el almacenamiento de registro de
eventos. (en la pagina 100)
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Visualizacion del cuadro de mandos de los agentes

El usuario puede consultar el cuadro de mandos de agente para visualizar el
estado de los agentes en el entorno. El cuadro de mandos también muestra
detalles como el modo de FIPS actual (FIPS o no-FIPS), y los detalles de uso.
Estos incluyen eventos por segunda carga, uso del porcentaje de CPU, y la fecha
y hora de actualizacion mas recientes.

Para visualizar el cuadro de mandos de agentes

1. Haga clic en la ficha Administracién y, a continuacion, en la subficha
Recopilacion de registros.

Aparece la lista de la carpeta Recopilacion de registros.
2. Seleccione la carpeta Explorador de agente.

Los botones de la gestidon de agentes aparecera en el panel de detalles.
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3. Haga clic en Cuadro de mandos y controlador de estado de los agentes: |@|

Aparece el panel de busqueda de agentes, que muestra el estado de todos
los agentes disponibles en un grafico detallado. Por ejemplo:

Total: 10; En ejecucién: 8; Pendiente: 1; Detenido: 1; No responde: 0

4. (Opcional) Seleccione criterios de busqueda de agentes para restringir la
lista de agentes mostrados. Puede seleccionar uno o mds de los criterios
siguientes:

m  Grupo de agentes: sélo devuelve los agentes asignados al grupo
seleccionado

m Plataforma: sélo devuelve los agentes que se ejecutan en la plataforma
seleccionada

m Estado: sélo devuelve los agentes que tengan el estado seleccionado
como, por ejemplo, En ejecucién.

m Patron de nombres de agentes: sélo devuelve los agentes que
contienen el patrén especificado

5. Haga clic en Mostrar estado.

Aparece una lista de agentes que cumplen los criterios de busqueda, en la
que aparece, entre otra, la informacidn siguiente:

m  Nombre y versién del conector local
m  Servidor de CA Enterprise Log Manager actual
s Modo de FIPS de agente (FIPS o no-FIPS)

» Ultimo dato de carga de eventos registrados por segundo realizada por
el agente

» Ultimo valor registrado de uso de la CPU
» Ultimo valor registrado de uso de la memoria
m Actualizacién de configuracion mas reciente

m Estado de la actualizacidn de configuracién
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Como agredar servidores de CA Enterprise Log Manader nuevos
en una federacion existente en el modo FIPS

Hay algunas directrices especiales para agregar un servidor de CA Enterprise Log
Manager nuevo a una federacion de servidores que ya estdn ejecutandose en el
modo FIPS. A menos que se especifique el modo FIPS durante la instalacion, de
forma predeterminada los nuevos servidores de CA Enterprise Log Manager
instalados se ejecutan en modo no FIPS. Los servidores que se ejecutan en el
modo no FIPS no pueden comunicarse con los servidores que se ejecutan en el
modo FIPS.

Como parte de la instalacidn, un nuevo servidor de CA Enterprise Log Manager
debe registrarse con el servidor de CA EEM local, incrustado en el servidor de
gestidn, o con un servidor de CA EEM remoto e independiente. Los procesos
para agregar un servidor a una red existente se basan en la ubicacion del
servidor de CA EEM que gestiona.

Tenga en cuenta el siguiente flujo de trabajo:
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Manager Server

!

Imstal| Mesne A
Erterprise Log
Manager Servers
from 150 by selecting
FIPS mode

Enzsure FIPS Mode
izenahled on
Remote CLEEM
Server
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El proceso para agregar un servidor nuevo incluye los pasos siguientes:

1. Comprobacion de la activacién del modo no FIPS en el servidor de CA
Enterprise Log Manager de gestion (primario) o en el servidor remoto de CA
EEM.

2. Instalacidn de uno o mas servidores secundarios nuevos de CA Enterprise
Log Manager mediante la imagen ISO o los DVD para CA Enterprise Log
Manager 12.1 SP1 o superior.

Importante: Asegurese de que se especifica modo FIPS durante la
instalacion. De lo contrario, el servidor instalado de nuevo no podrd
comunicarse con el servidor de gestidn o el servidor remoto de CA EEM y
debera instalarse de nuevo el servidor de CA Enterprise Log Manager.

En el caso de que el servidor de gestién de CA Enterprise Log Manager o el
servidor remoto de CA EEM operen en el modo FIPS, el nuevo servidor de CA
Enterprise Log Manager puede registrarse y unirse a la federacidn.

Mas informacion:

Activacién de la operacién en modo FIPS (en la pagina 101)
Visualizacién del cuadro de mandos de los agentes (en la pagina 103)

Consideraciones acerca de la instalacion para un sistema con
unidades de SAN

Cuando se instala el sistema operativo para el dispositivo de CA Enterprise Log
Manager en un sistema con unidades de SAN, tome precauciones para evitar la
instalacidon de CA Enterprise Log Manager en una unidad de SAN. Una
instalacidn tal puede producir un error.

Elija uno de los siguientes enfoques con tal de ayudar a garantizar una
instalacidn correcta:

m  Desactive las unidades de SAN. Instale el sistema operativo y la aplicacion
de CA Enterprise Log Manager, como es habitual. A continuacion, configure
las unidades de SAN para CA Enterprise Log Manager y recicle CA Enterprise
Log Manager para activar la configuracion de SAN.

m  Deje las unidades de SAN activadas. Inicie la instalacion del sistema
operativo. Salga de este procedimiento, tal y como se ha descrito, con el fin
de cambiar la secuencia de operaciones que se definen en el archivo
kickstart. Reanude el proceso de instalacién y complételo, siguiendo la
documentacién.
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Desactive las unidades de SAN para realizar la instalacion.

En la actualidad, CA Enterprise Log Manager es compatible con las
configuraciones de hardware fijo que proporciona Dell, IBM y HP. El ejemplo
siguiente supone que el hardware esta formado por HP Blade Servers que
utilizan una tarjeta Qlogic Fiber Channel a fin de conectarse a una red de area
de almacenamiento (SAN) para el almacenamiento de datos. Los HP Blade
Servers incluyen unidades de disco duro de SATA que se configuran mediante
RAID-1 (reflejado).

Si se utiliza el archivo de arranque kickstart tal y como aparece, asegurese de
desactivar las unidades de SAN antes de iniciar la instalacion. Inicie el proceso
de instalacion con el DVD OS5 y complete la instalacién, siguiendo la
documentacion.

Nota: Si no se inicia la instalacién habiendo desactivado las unidades de SAN, CA
Enterprise Log Manager se instalara en SAN. En este caso, aparecerd una
pantalla roja con el mensaje, lllegal Opcode, después del reinicio de CA
Enterprise Log Manager.

Utilice la secuencia siguiente de procedimientos para la instalacion de un
dispositivo en un sistema con unidades de SAN, en el cual se desactivaran las
unidades de SAN antes de la instalacién del sistema operativo.

1. Desactive las unidades de SAN.

2. Instale el sistema operativo en el dispositivo.

3. Instale el servidor de CA Enterprise Log Manager.
4

Establezca una configuracién de multiples rutas para el almacenamiento de
SAN.

Cree un volumen légico.
Prepare el volumen légico para CA Enterprise Log Manager.

Recicle CA Enterprise Log Manager.

O N o w

Verifique que la instalacion se ha realizado correctamente.
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Al instalar el sistema operativo con unidades de SAN desactivadas, trabajara con
los archivos siguientes:

lvm.conf

El archivo de configuracidn para el gestor de volumen légico de Linux
(LVM2).

multipath.conf (/etc/multipath.conf)
El archivo de configuracién para las multiples rutas de Linux.
fstab (/etc/fstab)

El archivo de tabla de sistemas de archivo que asigna dispositivos a
directorios en un sistema de Linux.

Desactive las unidades de SAN.

Utilice los procedimientos que recomienda el distribuidor de la unidad de SAN
con el fin de desactivar las unidades de SAN en el hardware en el cual desea
instalar el dispositivo de software.

Desactive las unidades de SAN antes de instalar el sistema operativo del
dispositivo de software o la aplicacion de CA Enterprise Log Manager.

Establezca una configuracion de multiples rutas para el almacenamiento de SAN.

La instalacion de una configuracidn de multiples rutas es necesaria para un
sistema de CA Enterprise Log Manager que se instala en un sistema RAID que
debe utilizar el almacenamiento de SAN. Se dividen discos fisicos de SAN en
espacios de almacenamiento légicos denominados nimeros de unidad ldgica
(LUNSs).

Establezca una configuracion de mdltiples rutas para el almacenamiento de
SAN.

1. Inicie sesidn en el dispositivo de CA Enterprise Log Manager y establezca SU
como root.

2. (Opcional) Haga un listado del directorio /dev/mapper para consultar el
estado de la configuracion antes de instalar las multiples rutas y los
volumenes légicos. Los resultados se asemejan a los siguientes:

drwxr-xr-x 2 root root 120 Jun 18 12:09 .
drwxr-xr-x 11 root root 3540 Jun 18 16:09 ..

Crw------- 1 root root 10, 63 Jun 18 12:09 control

brw-rw---- 1 root disk 253, © Jun 18 16:09 VolGroup00-LogVol00
brw-rw---- 1 root disk 253, 2 Jun 18 12:09 VolGroup00-LogVol01l
brw-rw---- 1 root disk 253, 1 Jun 18 16:09 VolGroup00-LogVol02

108 Guia de implementacion



Consideraciones acerca de la instalacion para un sistema con unidades de SAN

Abra el archivo .../etc/multipath.conf para editar y continuar como se
describe a continuacién:

a. Agregue la seccidn siguiente bajo "dispositivo {" para los LUN que
proporciona el administrador de SAN:

device {
vendor "NETAPP"
product "LUN"
path grouping policy multibus
features "1 queue if no path"
path checker readsectoro0
path selector "round-robin 0"
failback immediate
no path retry queue
}

b. Elimine el comentario de la seccién de 'lista negra' para todos los
dispositivos. La seccién de lista negra activa las multiples rutas en los
dispositivos predeterminados.

blacklist {
devnode "~(ram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*"
devnode "~hd[a-z]"
devnode "~cciss!c[0-9]d[0-9]*"

}

¢. Guarde y cierre el archivo multipath.conf.

Verifique que el archivo Multipath esta activado y de que los LUN se
enumeran al ejecutar lo siguiente:

multipath -1

Nota: Las rutas se muestran como 'mpathQ'y 'mpathl'. Si los LUN no se
muestran, debe reiniciarse y ejecutarse de nuevo el archivo Multipath.

Consulte las unidades disponibles.
fdisk -1

Enumere las particiones disponibles y verifique que se enumeran 'mpathQ'y
'mpathl'.

Es -la /dev/mapper

Asigne la primera particién de la manera siguiente:
kpartx -a /dev/mapper/mpath@

Asigne la segunda particion de la manera siguiente:

kpartx -a /dev/mapper/mpathl
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Cree un volumen légico

Se puede utilizar el software de gestor de volumen para combinar los LUN
multiples en un volumen légico al cual tenga acceso CA Enterprise Log Manager.
El gestor de volumen légico (LVM) gestiona las unidades de disco y los
dispositivos de almacenamiento masivo similares en el sistema operativo de
Linux. Se puede cambiar el tamafio o mover las columnas de almacenamiento
creadas bajo el gestor de volumen légico a dispositivos backend como el
almacenamiento de SAN.
Para crear un volumen légico.
1. Cree el primer volumen fisico:

pvcreate /dev/mapper/mpath@
2. Cree el segundo volumen fisico:

pvcreate /dev/mapper/mpathl
3. Muestre todos los voliumenes fisicos del sistema:

pvdisplay

4. Cree el grupo de volumen VolGroup01. (El grupo de volumen VolGroup00 ya
existe.)

vgcreate VolGroup@l /dev/mapper/mpath® /dev/mapper/mpathl

Nota: Este comando crea un volumen y hace de los dos volumenes fisicos
parte del grupo.

5. Cree un volumen légico dentro del grupo de volumen:
lvcreate —n LogVol00 —1 384030 VolGroup0l
6. Cree un sistema de archivos:

mkfs —t ext3 /dev/VolGroup0l/LogVoloO
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Prepare el volumen ldgico para CA Enterprise Log Manager

Después de la creacién de un volumen légico, rellénelo con la estructura de
directorios esperada y asigne las asociaciones de propiedad y grupo que CA
Enterprise Log Manager necesita. Debe utilizar vi con tal de modificar el archivo
fstab para sefialar el volumen légico que ha creado y, a continuacion, monte el
nuevo directorio de datos.

Para preparar el volumen ldgico de CA Enterprise Log Manager.

1.

Cree un directorio provisional, /datal, cambie la propiedad del directorio
/datal a caelmservice y modifique el grupo asociado con este directorio a
caelmservice:

mkdir /datal
chown caelmservice /datal
chgrp caelmservice /datal

Detenga los procesos de iGateway del servidor de CA Enterprise Log
Manager:

/opt/CA/SharedComponents/iTechnology/S99igateway stop

Cambie los directorios al directorio en el que esta ejecutandose el agente de
CA Enterprise Log Manager. Detenga el agente y verifique que los servicios
se paran:

cd /opt/CA/ELMAgent/bin/
./caelmagent —s
ps —ef | grep /opt/CA

Cambie el directorio a /directory.

Monte el sistema de archivos nuevo en /datal, copie el contenido del
directorio /data en el directorio /datal y verifique que los dos directorios
sean los mismos:

mount —t ext3 /dev/VolGroup0l/LogVolO0 /datal
cp —pR /data/* /datal
diff —qr /data /datal

Desmonte el punto de montaje de los datos existentes y, a continuacion,
desmonte el punto de montaje de datal:

umount /data
umount /datal

Suprima el directorio /data y cambie el nombre del directorio /datal a
/data.

rm —rf /data
datos de mv /datal
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8. Modifique la linea /etc/fstab que hace referencia al directorio /data y sefiala
el volumen légico nuevo. Es decir, cambie /dev/VolGroup00/LogVol02 a
/dev/VolGroup01/LogVol00. Los datos modificados apareceran en negrita
en la siguiente representacion de un archivo fstab de muestra.

nombre de punto de montaje fs-type opciones dump-freq

dispositivo pass-num

none /dev/VolGroup00/LogVol00/ ext3 valores 11
predeterminados

none /dev/VolGroup01/LogVol00/data ext3 valores 21
predeterminados

LABEL=/boot /boot ext3 valores 21
predeterminados

tmpfs /dev/shm tmpfs valores 00
predeterminados

devpts /dev/pts devpts gid=5,mode=620 00

sysfs /sys sysfs valores 00

predeterminados

proc /proc proc valores 00
predeterminados

none /dev/VolGroup00/LogVol01 swap valores 00
predeterminados

9. Monte el directorio de datos nuevo y verifique que todas las particiones
estén montadas en /etc/fstab:

mount -a

mount
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Recicle el servidor de CA Enterprise Log Manader.

Después de la creacién de un volumen légico, recicle CA Enterprise Log Manager

con tal de poder utilizar el volumen ldgico. Para asegurarse de que funciona

correctamente, busque CA Enterprise Log Manager y consulte los eventos que

devuelve la consulta Detalles de todos los eventos del sistema.

Para reciclar el servidor de CA Enterprise Log Manader

1. Inicie los procesos de iGateway del servidor de CA Enterprise Log Manager:
/opt/CA/SharedComponents/iTechnology/S99igateway start

2. |Inicie el servicio ELMAgent
/opt/CA/ELMAgent/bin/caelmagent —b

3. Reinicie el servidor de CA Enterprise Log Manager.

Active las unidades de SAN para realizar la instalacion

El tema, Ejemplo: Establezca un almacenamiento de SAN para CA Enterprise Log
Manager, incluye la recomendacion para desactivar las unidades de SAN (LUN)
antes de la instalacién del sistema operativo en el dispositivo de CA Enterprise
Log Manager.

Una alternativa es dejar activadas las unidades de SAN, modificando el archivo
kickstart, ca-elm-ks.cfg, mediante una herramienta de ediciéon ISO, una vez haya
iniciado la instalacion del sistema operativo. Las modificacidn asegura que la
instalacidn y el reinicio se realizan a partir del disco duro local, y no desde el
SAN.

Para iniciar desde el disco local (no desde SAN)

1. Inicie el servidor con el DVD de instalacién del sistema operativo

2. Responda a la primera solicitud sobre el tipo de teclado.

3. Pulse Alt-F2 para mostrar la solicitud Anaconda/Kickstart.
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4. Escriba lo siguiente:

list-hardrives

Aparecera la lista de unidades disponibles y podra ver los siguientes:

cciss/c0d® — 68GB RAID 1 (cciss is HP Smart Array)

Sda
Sdb
Sdc
Sdd
Sde
Sdf
Sdg
Sdh

— 500GB SAN (sda — h is the SAN Multipathed)
— 500GB SAN
— 500GB SAN
— 500GB SAN
— 500GB SAN
— 500GB SAN
— 500GB SAN
— 500GB SAN

5. Identifique la unidad de disco duro local. En este caso, es cciss/c0d0.

6. Realice los pasos siguientes:

a.

Abra el archivo kickstart del sistema operativo de CA Enterprise Log
Manager, ca-elm-ks.cfg para editar. Utilice un editor ISO.

Localice la linea siguiente para editar:

bootloader --location=mbr --driveorder=sda,sdb

Modifiquela por la siguiente:

bootloader --location=mbr --driveorder=cciss/c0d0

Este cambio especifica el reinicio Unicamente desde el disco local.
Localice las lineas siguientes para editar:

clearpart --all --initlabel
part /boot --fstype "ext3" --size=100
part pv.4 --size=0 —grow

Modifique estas lineas por las siguientes:

part /boot --fstype "ext3" --size=100 --ondisk cciss/c0dO
part pv.4 --size=0 --grow --ondisk cciss/c0dO

Esta modificacidn en las lineas de definicién de particiéon ayudan a

asegurar que las particiones se crean en el disco cciss/c0d0 por nombre.

Mediante --ondisk, podra reemplazar las variables Sdisk1 y Sdisk2
existentes.

Si es adecuado para su caso, elimine la cldusula de Si/Cuando para el
numero de unidades de disco, reteniendo solamente el primer conjunto

de comandos de disco (lineas 57 - 65).

Guarde la nueva imagen ISO.
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7. Salga de la solicitud Anaconda para volver a las solicitudes de instalacion del
sistema operativo.

8. Continde con la instalacidn, mediante los procedimientos documentados.

Confidguraciones iniciales del servidor de CA Enterprise Log

Manader

La instalaciéon del servidor de CA Enterprise Log Manager crea un nombre de
aplicacion cuyo valor predeterminado es CAELM. La instalacidn registra este
nombre con el servidor de CA EEM incrustado. Cuando las instalaciones
posteriores utilicen el mismo nombre de instancia de aplicacidn, el servidor de
gestion de CA Enterprise Log Manager gestionara todas las configuraciones que
tengan el mismo nombre de instancia de aplicacidn.

Cuando finalice la instalacién, el servidor contara con un sistema operativo y
con un servidor de CA Enterprise Log Manager. El sistema operativo de 32 bits
admite hardware de 32 y 64 bits. Las configuraciones iniciales incluyen las
siguientes areas:

m  Cuentas de usuarios predeterminadas
m  Estructura de directorios predeterminados
m  Imagen de sistema operativo personalizada

m  Asignaciones de puertos predeterminados

Cuentas de usuarios predeterminadas

La instalacion de CA Enterprise Log Manager crea un usuario administrativo
predeterminado, caelmadmin, que cuenta con su propia contraseia. Cuando
necesite acceder directamente al servidor host, debe utilizar esta cuenta para
iniciar sesidn ya la funcién de inicio de sesion en cuenta raiz se restringe
después de la instalacidn. La cuenta caelmadmin sélo le permite iniciar sesiéon
una vez. Desde aqui, debe cambiar los usuarios a la cuenta raiz utilizando una
contrasefia distinta para acceder a las utilidades de la administracion del
sistema al nivel del sistema operativo.

La contraseiia predeterminada de esta contrasefia es la misma contrasefa
creada para la cuenta EiamAdmin. Le recomendamos que cambie la contraseia
de la cuenta caelmadmin justo después de realizar la instalacién.
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La instalaciéon también crea una cuenta de usuario de servicio predeterminada,
caelmservice, que no puede utilizar para iniciar sesidn en el sistema. Puede
cambiar los usuarios a este usuario para iniciar y detener procesos, si es
necesario. El proceso de iGateway y el servidor de CA EEM incrustado (si uno
estd instalado en el servidor de CA Enterprise Log Manager) se ejecutan en esta
cuenta de usuario para proporcionar una capa adicional de seguridad.

El proceso de iGateway no se ejecuta en una cuenta de usuario raiz. El reenvio
de puertos se activa automdaticamente para que las solicitudes de HTTPS en los
puertos 80 y 443 puedan acceder a la interfaz de usuario de CA Enterprise Log
Manager, ademas del puerto 5250.

Estructura de directorios predeterminados

La instalacion de CA Enterprise Log Manager situa binarios de software por
debajo de la estructura de directorios, /opt/CA. Si el sistema cuenta con una
segunda unidad de disco, se configura como /data. La instalacidn crea un
vinculo simbdlico desde el directorio /opt/CA/LogManager/data al directorio
/data. A continuacidn, se representa la estructura de directorios de instalacién
predeterminada:

Tipos de archivo

Directorio

Archivos relacionados con iTechnology (iGateway)  /opt/CA/SharedComponents/iTechnology

Archivos relacionados con servidor de EEM de CA /opt/CA/LogManager/EEM
Enterprise Log Manager

Archivos relacionados con instalacién de CA /opt/CA/LogManager/install
Enterprise Log Manager

Archivos de datos (vincula a /data en caso de varias  /opt/CA/LogManager/data

unidades)

Archivos de registro

/opt/CA/SharedComponents/iTechnology

En circunstancias normales, no deberia ser necesario acceder a la utilidad ssh en
el servidor de CA Enterprise Log Manager excepto para mover archivos de
almacenamiento para realizar una copia de seguridad y para su almacenamiento
a largo plazo, asi como para agregar unidades de disco.
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Imaden de sistema operativo personalizada

El proceso de instalacion personaliza el sistema operativo creando una imagen
minima y limitando el acceso al menor nimero de canales posible. Los servicios
gue no son esenciales no se instalan. El servidor de CA Enterprise Log Manager
realiza la escucha en una serie de puertos y desactiva especificamente los
puertos no utilizados.

Durante la instalacidn del sistema operativo, usted crea una contrasefia para la
cuenta raiz. Después de finalizar la instalacién de CA Enterprise Log Manager, la
raiz se restringe para no permitir posteriores inicios de sesion. La instalacién de
CA Enterprise Log Manager crea un usuario predeterminado, caelmadmin, que
s6lo cuenta con el permiso de iniciar sesidn pero que no dispone de ningun otro
permiso.

Para acceder al nivel raiz del servidor de CA Enterprise Log Manager, puede
acceder al servidor con esta cuenta y, a continuacidn, cambiar los usuarios a la
cuenta raiz para que utilicen las herramientas de administracién. Es necesario
gue conozca las contrasefias de caelmadmin y de raiz para poder acceder al
sistema como usuario raiz.

No se instala ningln otro software de seguridad especifica con CA Enterprise
Log Manager. Para mantener un rendimiento alto, no instale ninguna otra
aplicacién en el servidor de CA Enterprise Log Manager.

Asignaciones de puertos predeterminados

El servidor de CA Enterprise Log Manager se configura de forma
predeterminada para que realice la escucha en el puerto 5250 y en los puertos
80y 443 mediante el protocolo HTTPS. Los daemon y procesos de CA Enterprise
Log Manager no se ejecutan en la cuenta raiz de modo que no pueden abrir los
puertos que estén por debajo del 1024. Como consecuencia, la instalacidn crea
automaticamente un redireccionamiento (a través de iptables) al puerto 5250
para las solicitudes entrantes de la interfaz de usuario en los puertos 80 y 443.

El daemon de syslog del sistema operativo local del servidor de CA Enterprise
Log Manager no esta configurado, ya que CA Enterprise Log Manager utiliza sus
eventos autocontrolados para realizar el seguimiento del estado del sistema.
Puede ver otros eventos locales y generar informes sobre acciones realizadas en
el servidor local de CA Enterprise Log Manager mediante eventos
autocontrolados.
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A continuacidn, se muestra una lista de puertos utilizados por el entorno de CA
Enterprise Log Manager:

Puerto Componente Descripcion

53 Servidor de CA El puerto TCP/UDP que debe estar disponible para las
Enterprise Log Manager comunicaciones de DNS con el fin de resolver los nombres de

host en las direcciones IP de servidores, como los servidores de
CA Enterprise Log Manager, el servidor de CA EEM remoto, si se
configura, y el servidor de NTP si ha seleccionado la
sincronizacién de tiempo de NTP en instalar tiempo. Las
comunicaciones de DNS no son necesarias si se asignan los
nombres de host a las direcciones IP en el archivo local
/etc/hosts.

80 Servidor de CA Comunicaciones de TCP con la interfaz de usuario del servidor
Enterprise Log Manager de CA Enterprise Log Manager mediante HTTPS; redirigido
automaticamente al puerto 5250.

111 Asignador de puertos  Las comunicaciones del cliente de Audit con el asignador de
(SAPI) puertos se procesan para recibir asignaciones de puerto
dinamicas.
443 Servidor de CA Comunicaciones de TCP con la interfaz de usuario del servidor

Enterprise Log Manager de CA Enterprise Log Manager mediante HTTPS; redirigido
automaticamente al puerto 5250.

514 Syslog Puerto de escucha de protocolo UDP predeterminado de syslog;
el valor de este puerto es configurable.

Para que el agente predeterminado se ejecute como usuario
no-root, el puerto predeterminado se establece como 40514 y
la instalacion aplica una regla de cortafuegos al servidor de CA
Enterprise Log Manager.

1468 Syslog Puerto de escucha de protocolo TCP predeterminado de syslog;
el valor de este puerto es configurable.

2123 DXadmin Puerto de LDAP DXadmin de CA Directory si utiliza un servidor
de CA EEM en el mismo servidor fisico que el servidor de CA
Enterprise Log Manager (el servidor de gestion).
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Puerto

Componente

Descripcion

5250

Servidor de CA
Enterprise Log Manager

Comunicaciones de TCP con la interfaz de usuario del servidor
de CA Enterprise Log Manager mediante iGateway.

Comunicaciones de TCP entre:

m Servidor de CA Enterprise Log Manager y servidor de CA
EEM

m Servidores de CA Enterprise Log Manager federados

m  Agente y servidor de CA Enterprise Log Manager para las
actualizaciones de estado

6789

Agente

Comando de agente y puerto de escucha de control.

Nota: Si no se permite el trafico saliente, serd necesario abrir
este puerto para permitir que se realicen las operaciones
adecuadas.

17001

Agente

Puerto TCP para agente seguro para comunicaciones de
servidor de CA Enterprise Log Manager; el valor de este puerto
es configurable.

Nota: Si no se permite el trafico saliente, sera necesario abrir
este puerto para permitir que se realicen las operaciones
adecuadas.

17002

ODBC/JDBC

Puerto TCP predeterminado empleado para las comunicaciones
entre el controlador de ODBC o JDBCy el almacén de registro
de eventos de CA Enterprise Log Manager.

17003

Agente

Puerto TCP empleado para las comunicaciones del bus de
mensajes para agentes r12.1.

57000

Agente de escucha de
SME de distribuidor

Puerto TCP empleado para el servicio de distribuidor en el host
local del agente para escuchar eventos autocontrolados entre
procesos de agentes.

57001

Escucha de eventos del
distribuidor

El puerto TCP empleado para el servicio de distribuidor es
compatible con SSL (mediante ETPKI) para escuchar eventos de
conectores de cliente.

aleatorio

SAPI

Puertos UDP utilizados para la recopilacidn de eventos
asignados por el asignador de puertos; también puede
configurar el recopilador y el enrutador de SAPI para que
utilicen cualquier valor de puerto fijo superior a 1024.
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Lista de procesos relacionados

La siguiente tabla representa una lista de procesos que se ejecutan como parte
de una implementacién de CA Enterprise Log Manager. La lista no incluye los
procesos del sistema relacionados con el sistema operativo basico.

Nombre de proceso Puerto
predeterminado

Descripcién

Este es el proceso del agente de CA Enterprise
Log Manager.

caelmagent 6789, 17001

caelmconnector Depende de lo que
escucha o alo que se
conecta.

Este es el proceso del conector de CA Enterprise
Log Manager. Habra un proceso independiente
del conector para cada conector que se
configure en un agente.

caelmdispatcher

Este proceso de CA Enterprise Log Manager
gestiona la informacién de estado y de envio de
eventos entre el conector y el agente.

caelmwatchdog Ninguno/a

Proceso de vigilancia de CA Enterprise Log
Manager que controla otros procesos para
garantizar la continuidad de las operaciones.

caelm-eemsessionsponsor

Proceso principal de CA EEM que gestiona todas
las comunicaciones con los patrocinadores
locales de CA EEM que se ejecutan con red
segura en el servidor de CA Enterprise Log
Manager.

Este proceso se puede ejecutar con red segura.

caelm-logdepot 17001

Proceso del almacenamiento del registro de
eventos de CA Enterprise Log Manager que
gestiona el almacenamiento de eventos, la
creacion de archivos de almacenamiento y otras
funciones.

Este proceso se puede ejecutar con red segura.

caelm-sapicollector

Este es el proceso del servicio del recopilador de
SAPI.

Este proceso se puede ejecutar con red segura.

caelm-sapirouter

Este es el proceso del servicio de enrutador de
SAPI.

Este proceso se puede ejecutar con red segura.
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Nombre de proceso Puerto
predeterminado

Descripcién

caelm-systemstatus

Este proceso recopila el estado del sistema para
mostrarlo en la interfaz de usuario de CA
Enterprise Log Manager.

Este proceso se puede ejecutar con red segura.

dxadmind Proceso de CA Directory que se ejecuta en el
servidor donde esta instalado CA EEM.

dxserver Proceso de CA Directory que se ejecuta en el
servidor donde esta instalado CA EEM.

igateway 5250 Proceso principal de CA Enterprise Log Manager;

debe estar ejecutandose para recopilary
almacenar eventos.

broker de mensajes

Proceso de CA Enterprise Log Manager que se
comunica entre el agente y el servidor de CA
Enterprise Log Manager para enviar eventos.

oaserver 17002

Proceso de CA Enterprise Log Manager que se
ejecuta para gestionar el procesamiento por
parte del servidor de consultas de ODBCy JDBC
para acceder al almacén de registro de eventos.

red segura

Marco de trabajo del proceso de CA Enterprise
Log Manager que se ejecuta para garantizar la
continuidad de las operaciones.

ssld

Proceso de CA Directory que se ejecuta en el
servidor donde estd instalado CA EEM.
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Proteccion del sistema operativo

El dispositivo de software de CA Enterprise Log Manager contiene una copia
racionalizada y endurecida del sistema operativo de Red Hat Linux. Las técnicas
de proteccién que se aplican son las siguientes:

m  Se desactiva tanto el acceso a SSH como el usuario root.

m  Se desactiva el uso de la secuencia de teclas Ctrl-Alt-Del para reiniciar el
servidor desde la consola sin iniciar sesion.

m  Se aplican redireccionamientos en iptables para los puertos siguientes:
- Seredireccionan los puertos TCP 80y 443 a 5250
- El puerto UDP 514 se redirecciona a 40514

m  El paquete de GRUB esta protegido con contrasefia.

m Lainstalacion agrega los siguientes usuarios con privilegios bajos:

- caelmadmin - una cuenta de sistema operativo con derechos de inicio
de sesién en la consola del servidor de CA Enterprise Log Manager

- caelmservice - cuenta de servicio bajo la cual se ejecutan los procesos
de iGateway y de agente. No es posible iniciar sesion directamente
mediante esta cuenta

Redireccionamiento de puertos del cortafuegos para eventos syslog

Puede redireccionar el trafico de puertos estandar a otro puerto si esta
utilizando un cortafuegos entre un agente y el servidor de CA Enterprise Log
Manager.

Las recomendaciones de seguridad establecen los privilegios de usuarios
minimos requeridos para ejecutar daemons y procesos de aplicacion. Los
daemons de UNIX y Linux que se ejecutan en cuentas que no son raiz no pueden
abrir puertos por debajo del 1024. El puerto de UDP estandar de syslog es el
514. Esto puede suponer un problema para los dispositivos (como enrutadores y
modificadores) que no pueden utilizar puertos que no son estandar.

Para resolver este problema, puede configurar el cortafuegos para que escuche
el trafico entrante en el puerto 514 y, a continuacion, lo envie al servidor de CA
Enterprise Log Manager en un puerto diferente. El redireccionamiento se
produce en el mismo host que la escucha de syslog. Si decide utilizar un puerto
gue no es estandar, tendra que volver a configurar cada origen de eventos para
enviar los eventos a ese puerto.
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Para redireccionar el trafico de eventos a través de un cortafueqos

1.
2.
3.

Inicie sesién como usuario raiz.
Acceda a un simbolo del sistema.

Escriba un comando para redireccionar los puertos de su cortafuegos
especifico.

Un ejemplo de las entradas de la linea de comandos para la herramienta de
filtrado del paquete netfilter/iptables que se ejecuta en un sistema
operativo Red Hat Linux seria similar a lo que se muestra a continuacion:

chkconfig --level 345

iptables on iptables -t nat -A PREROUTING -p udp --dport 514 -j REDIRECT --to
<yournewport>

service iptables save

Reemplace el valor de la variable, <yournewport> con un nimero de puerto
superior a 1024.

Para realizar otras implementaciones, consulte las instrucciones sobre la
gestidon de puertos proporcionadas por su distribuidor de cortafuegos.

Instalacion del cliente de ODBC

La instalacion de un cliente de ODBC en sistemas Windows consta de los pasos

siguientes:

1. Compruebe que cuenta con los permisos necesarios y obtenga una clave de
licencia para el controlador del cliente de ODBC (requisitos previos).

2. Instale el cliente de ODBC.

3. Cree un origen de datos mediante la utilidad de origen de datos de
Windows (ODBC).

4. Configure los detalles de la conexién para el cliente de ODBC.

5. Compruebe la conexidn a la base de datos.

Requisitos previos

El acceso de ODBC al almacén de registro de eventos sélo esta disponible en CA
Enterprise Log Manager r12.1y versiones posteriores. Consulte las
consideraciones sobre origenes de datos de ODBC para obtener la informacién
necesaria antes de iniciar la instalacion.
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Los usuarios de esta funciéon deben pertenecer a un grupo de usuarios que
cuente con el privilegio de acceso a datos en la politica de acceso a datos
predeterminado (en las politicas de acceso a CALM). Consulte la Guia de
administracion de CA Enterprise Log Manager r12.1 para obtener mas
informacién sobre las politicas de acceso.

En el caso de un cliente de ODBC, se aplican los requisitos previos siguientes:

m  Debe contar con privilegios de administrador para instalar el cliente de
ODBC en un servidor Windows.

m  Lainstalacidn del cliente de ODBC requiere el servicio Microsoft Windows
Installer y muestra un mensaje si no lo detecta.

m  Configure el servicio del servidor de ODBC en CA Enterprise Log Managery
asegurese de que selecciona la casilla de verificacién Activar servicio.

m  Configure un origen de datos de ODBC para sistemas Windows mediante la
utilidad de origenes de datos (ODBC) del Panel de control.

m  Debe contar con derechos para crear archivos en el directorio en el que
desea instalar en cliente en el caso de sistemas UNIX y Linux.

Consulte la matriz de certificacidon de asistencia técnica de CA Enterprise Log
Manager en http://www.ca.com/Support para obtener detalles sobre las
plataformas que disponen de asistencia técnica para su uso con la funcién de
ODBCy JDBC.

Configuracion del servicio del servidor de ODBC

Puede configurar el acceso de ODBC y JDBC al almacén de registro de eventos
de CA Enterprise Log Manager mediante este procedimiento.
Para configurar el acceso de ODBC y JDBC

1. Inicie sesidn en el servidor de CA Enterprise Log Manager como usuario
Administrator.

2. Haga clic en la ficha Administracion y, a continuacién, en la subficha
Servicios.
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Haga clic en el servicio Servidor ODBC para abrir la configuracion global o
expanda el nodo y seleccione un servidor de CA Enterprise Log Manager
determinado.

Defina un valor de puerto en el campo de puerto de servicio si decide
emplear un puerto distinto del valor predeterminado.

Especifique si desea permitir que SSL cifre el transporte de datos entre el
cliente de ODBCy el servidor de CA Enterprise Log Manager.

Nota: Los ajustes del puerto de servicio y de la activacidon de SSL deben
coincidir tanto en el servidor como en el cliente de ODBC. El valor
predeterminado del puerto es 17002, y el cifrado SSL estd activado. Si estos
ajustes no coinciden con los del cliente de ODBC, el intento de conexién no
sera correcto.

Instalacion del cliente de ODBC en sistemas Windows

Emplee este procedimiento para instalar el cliente de ODBC en un sistema
Windows.

Nota: Debe disponer de una cuenta de administrador de Windows para instalar
el cliente de ODBC.

Para instalar el cliente de ODBC

1.

Busque el directorio de cliente de ODBC en el DVD de la aplicacién o en la
imagen de instalacidn, en el directorio \CA\ELM\ODBC.

Haga doble clic en la aplicacidn, Setup.exe.
Acepte el acuerdo de licencia y haga clic en Siguiente.
Aparece el panel Elegir ubicacion de destino.

Introduzca la ubicacidn de destino o acepte la ubicacién predeterminaday
haga clic en Siguiente.

Aparece el panel Seleccionar carpeta de programas.

Seleccione una carpeta de programa o acepte la seleccidn predeterminada y
haga clic en Siguiente.

Aparece el panel Iniciar la copia de archivos.

Capitulo 3: Instalacion de CA Enterprise Log Manager 125



Instalacion del cliente de ODBC

6. Haga clic en Siguiente para empezar a copiar archivos.

Aparece el panel Estado de la instalacion, donde se muestra el progreso de
la instalaciéon. Cuando la instalacidn termina de copiar archivos, aparece el
panel Asistente de instalacién terminado.

7. Haga clic en Finalizar para completar la instalacion.

Creacion de un origen de datos de ODBC en sistemas Windows

Emplee este procedimiento para crear el origen de datos de ODBC necesario en
sistemas Windows. Puede crear el origen de datos como DSN de usuario o DSN
de sistema.

Para crear origenes de datos

1. Acceda al Panel de control de Windows y abra Herramientas
administrativas.

2. Haga doble clic en la utilidad Origenes de datos (ODBC). Aparece la ventana
Administrador de origenes de datos ODBC.

3. Haga clic en Agregar para mostrar la ventana Crear nuevo origen de datos.

4. Seleccione la entrada CA Enterprise Log Manager ODBC Driver y haga clic en
Finalizar.

Aparece la ventana de configuracién del controlador de ODBC de CA
Enterprise Log Manager.

5. Introduzca los valores de los campos tal y como se describe en la seccidon
Consideraciones de origen de datos de ODBC vy, a continuacién, haga clic en
Aceptar.

Consideraciones de origen de datos de ODBC
A continuacidn, se indican descripciones de los campos de origen de datos de
ODBC segun su relacién con CA Enterprise Log Manager:

Nombre de origen de datos

Cree un nombre para este origen de datos. Las aplicaciones cliente que
desean emplear este dato utilizan este nombre para conectarse al origen de
datos.

Host de servicio

Indica el nombre del servidor de CA Enterprise Log Manager al que se
conecta el cliente. Puede emplear un nombre de host o una direccion IPv4.
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Puerto de servicio

Especifica el puerto de servicio de TCP en el que el servidor de CA Enterprise
Log Manager escucha las conexiones de clientes de ODBC. El valor
predeterminado es 17002. El valor definido aqui debe coincidir con la
configuracion del servicio del servidor de ODBC; si no es asi, la conexién no
sera correcta.

Origen de datos de servicio

Deje este campo en blanco; si no lo hace, el intento de conexién fallara.

Cifrado SSL

Especifica si se debe emplear cifrado en las comunicacidn entre el cliente y
el servidor de CA Enterprise Log Manager. El valor predeterminado es tener
SSL activado. El valor definido aqui debe coincidir con la configuracién del
servicio del servidor de ODBC; si no es asi, la conexién no sera correcta.

Propiedades personalizadas

Indica las propiedades de conexidn para su empleo con el almacén de
registro de eventos. El delimitador de las propiedades es un punto y coma
sin espacio. Los valores predeterminados recomendados incluyen los
siguientes:

querytimeout

Indica el valor del tiempo de espera en segundos sin obtencién de datos
tras el que se cierra la consulta. A continuacién, se muestra la sintaxis
de esta propiedad:

querytimeout=300
queryfederated

Indica si se va a realizar una consulta federada. El establecimiento de
este valor como falso sélo realiza una consulta en el servidor de CA
Enterprise Log Manager en el que se realiza la conexion de la base de
datos. A continuacidn, se muestra la sintaxis de esta propiedad:

queryfederated=true
queryfetchrows

Define la cantidad de filas que se deben recuperar en una sola
operacion de recuperacidn si la consulta es correcta. El valor minimo es
1y el maximo, 5000. El valor predeterminado es 1000. A continuacion,
se muestra la sintaxis de esta propiedad:

queryfetchrows=1000
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offsetmins

Especifica la diferencia de zona horaria del cliente de ODBC. El valor 0
aplica GMT. Puede emplear este campo para definir su propia diferencia
de zona horaria con respecto a GMT. A continuacién, se muestra la
sintaxis de esta propiedad:

offsetmins=0
suppressNoncriticalErrors

Indica el comportamiento del proveedor de la interfaz en el caso de
errores no criticos como que una base de datos no responda o que un
host no responda.

A continuacién, se muestra la sintaxis de esta propiedad:

suppressNoncriticalErrors=false

Comprobacion de la conexion del cliente de ODBC con la base de datos

El cliente de ODBC se instala con una herramienta de consultas de SQL de linea
de comandos interactiva, ISQL. Puede emplear esta herramienta para
comprobar los ajustes de la configuracion y la conexidn entre el cliente de ODBC
y el almacén de registro de eventos de CA Enterprise Log Manager.

Para comprobar la conexion del cliente a la base de datos

1.

Acceda al simbolo del sistema y vaya al directorio en el que ha instalado el
cliente de ODBC.

Inicie la utilidad ISQL, odbcisqgl.exe.

Introduzca el comando siguiente para comprobar la conexion del cliente a la
base de datos:

connect User*Password@SN name

Utilice el nombre del origen de datos creado para esta conexion de ODBC a
la base de datos para el valor DSN_name. Si los parametros de la conexién
son correctos, vera un mensaje similar al siguiente:

SQL: connecting to database: DSN_name
Elapsed time 37 ms.

Nota:Si la contrasefia contiene algin simbolo de arroba, la utilidad iSQL no
funcionara correctamente, ya que considerara que todo lo que aparece después
de "@" forma parte del nombre de DSN. Para evitar este problema, introduzca
la contrasefia entre comillas:

Connect User*"Password"@SN name
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Comprobacion de la recuperacion de servidores desde la base de datos

Utilice esta consulta de comprobacién para determinar si una aplicacidn cliente
de ODBC puede recuperar datos de un almacén de registro de eventos de CA
Enterprise Log Manager mediante la conexién establecida a la base de datos.
Este proceso emplea la misma utilidad 1SQL utilizada para comprobar la
conexion de ODBC.

Nota: No copie ni utilice las consultas SQL incluidas en las consultas e informes
de CA Enterprise Log Manager para comprobar la conexién de ODBC. Estas
instrucciones SQL sdlo sirven para que el servidor de CA Enterprise Log Manager
las emplee en el almacén de registro de eventos. Cree las consultas SQL de
ODBC mediante construcciones estandar segln la norma de ANSI SQL.

Para comprobar la recuperacion de datos de los componentes del servidor

1. Acceda al simbolo del sistema y vaya al directorio en el que ha instalado el
cliente de ODBC.

2. Inicie la utilidad ISQL, odbcisgl.exe.

3. Introduzca la instruccion SELECT siguiente para comprobar la recuperacion
desde el almacén de registro de eventos:

select top 5 event logname, receiver hostname, SUM(event count) as Count from
view event where event time gmt < now() and event time gmt >
timestampadd(mi, -15,now()) GROUP BY receiver hostname, event logname;

Instalacion del cliente de JDBC

El cliente de JDBC ofrece acceso a JDBC a través de cualquier subprograma
compatible con Java, aplicacién o servidor de aplicaciones. Ofrece un alto
rendimiento punto a punto y acceso de n niveles a los origenes de datos. El
cliente estd optimizado para entornos Java, lo que le permite incorporar la
tecnologia Java, asi como ampliar la funcionalidad y el rendimiento del sistema
existente.

El cliente de JDBC se ejecuta en plataformas de 32 bits y 64 bits. No es necesario
realizar cambios en las aplicaciones existentes para que se puedan ejecutar en
plataformas de 64 bits.
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La instalaciéon del cliente de JDBC consta de los pasos siguientes:

1. Compruebe que el servidor de aplicaciones Web con capacidad de
configuracion de conexiones de almacén esta instalado y en ejecucion.

2. Obtenga la clave de licencia del controlador del cliente de JDBC.
3. Instale el cliente de JDBC.

4. Configure la conexidn a la base de datos mediante las funciones de gestion
de conexiones de almacén del servidor de aplicaciones Web.

5. Compruebe la conexidn a la base de datos.

Requisitos previos del cliente de JDBC

El acceso de ODBC al almacén de registro de eventos sdlo esta disponible en CA
Enterprise Log Manager r12.1 y versiones posteriores. Puede instalar el cliente
de JDBC en sistemas Windows y UNIX.

Los usuarios de esta funcion deben pertenecer a un grupo de usuarios de CA
Enterprise Log Manager que cuente con el privilegio de acceso a datos en la
politica de acceso a datos predeterminado (en las politicas de acceso a CALM).
Consulte la Guia de administracion de CA Enterprise Log Manager r12.1 para
obtener mds informacidn sobre las politicas de acceso.

En el caso de un cliente de JDBC, se aplican los requisitos previos siguientes:

m  Debe contar con privilegios de administrador para instalar el cliente de JDBC
en un servidor Windows.

m  Compruebe que la ventana de configuracién del servidor de ODBC muestra
que la casilla de verificacidn Activar servicio esta seleccionada (activada).

m  Debe contar con derechos para crear archivos en el directorio en el que
desea instalar en cliente en el caso de sistemas UNIX y Linux.

m  En el caso de aplicaciones que se ejecuten con J2SE v 1.4.2.x, defina las
conexiones de la base de datos de forma programada, tal y como se define
en una aplicacion especifica.

m  En el caso de las aplicaciones que se ejecuten con J2EE 1.4.2.x y versiones
posteriores, utilice un servidor de aplicacion Web como BEA WebLlogic o
Red Hat JBoss para configurar la gestion de conexiones de almacén.

Consulte la matriz de certificacidon de asistencia técnica de CA Enterprise Log
Manager en http://www.ca.com/Support para obtener detalles sobre las
plataformas que disponen de asistencia técnica para su uso con la funcion de
ODBC y JDBC.
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Instalacion del cliente de JDBC en sistemas Windows

Emplee este procedimiento para instalar el controlador del cliente de JDBC en
un sistema Windows.

Para instalar el controlador de JDBC

1.

Busque los dos archivos .jar siguientes en el DVD de la aplicacién o en la
imagen de instalacién, en el directorio CA/ELM/JDBC:

LMjc.jar
LMss114.jar

Copie los archivos .jar en el directorio deseado del servidor de destino y
anote su ubicacidn.

Instalacion del cliente de JDBC en sistemas UNIX

Emplee este procedimiento para instalar el controlador del cliente de JDBC en
un sistema UNIX.

Para instalar el controlador de JDBC

1.

Busque los dos archivos .jar siguientes en el DVD de la aplicacién o en la
imagen de instalacidn, en el directorio CA/ELM/JDBC:

LMjc.jar
LMss114.jar

Copie los archivos .jar en el directorio deseado del servidor de destino y
anote su ubicacion.

Ejecute el comando siguiente (o uno parecido) de forma manual desde el
directorio de instalacion tras instalar el cliente de JDBC para JDBC en UNIX:

chmod -R ugo+x file location

El valor de file_location es el directorio en el que ha instalado el cliente de
JDBC. Este paso le permite ejecutar scripts shell suministrados con el cliente
instalado.
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Parametros de conexion de JDBC

Diversas aplicaciones requieren que determinados parametros de conexién
empleen el controlador del cliente de JDBC. Los pardmetros habituales incluyen
los siguientes:

m  Cadena de conexion o URL de conexién

m  Nombre de clase

La cadena de conexién de JDBC (URL) tiene el formato siguiente:
jdbc:ca-elm://[CA-ELM host name]:[ODBC/JDBCport];ServerDataSource=Default;
El nombre de la clase de controlador de JDBC es:

com.ca.jdbc.openaccess.0OpenAccessDriver

Consideraciones de URL de JDBC

jdbc:ca-

Al emplear el cliente de JDBC para acceder a los datos de eventos almacenados
en CA Enterprise Log Manager, necesita tanto Classpath de JDBC como URL de
JDBC. Classpath de JDBC indica las ubicaciones de los archivos JAR del
controlador. URL de JDBC define los parametros que emplean las clases de los
archivos JAR al cargarse.

A continuacidn, se indica un ejemplo completo de URL de JDBC:

elm://127.0.0.1:17002;encrypted=1;ServerDataSource=Default;CustomProperties=(querytimeout=600;que
ryfederated=true;queryfetchrows=1000;0ffsetmins=0; suppressNoncriticalErrors=false)

Las descripciones siguientes definen los componentes de URL:
jdbc.ca-elm:

Define la cadena protocol:subprotocol que designa el controlador de JDBC
suministrado con CA Enterprise Log Manager.

//\P Address:Port;

Indica la direccién IP que representa al servidor de CA Enterprise Log
Manager a cuyos datos desea acceder. El nUmero de puerto es el puerto
gue se empleara para las comunicaciones y debe coincidir con los ajustes
del panel de configuracién del servicio ODBC de CA Enterprise Log Manager.
Si los puertos no coinciden, el intento de conexidn no es correcto.
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encrypted=0|1;

Determina si el cifrado SSL se emplea para la comunicacién entre el cliente
de JDBCy el servidor de CA Enterprise Log Manager. El valor
predeterminado es 0, sin cifrado, y no requiere una especificaciéon en la URL.
Setting encrypted=1 activa el cifrado. Defina la conexién del cifrado de
forma explicita. Ademas, este ajuste debe coincidir con la configuracidn del
cuadro de didlogo de servicio ODBC de CA Enterprise Log Manager. Si no es
asi, el intento de conexidon no serd correcto.

ServerDataSource=Default

Especifica el nombre del origen de los datos. Establezca este valor en
Predeterminado para acceder al almacén de registro de eventos de CA
Enterprise Log Manager.

CustomProperties=(x;y;z)

Estas propiedades son las mismas que las propiedades personalizadas de
ODBC. Si no las especifica de forma explicita, se aplican los valores
predeterminados en la URL de ejemplo.

Mas informacion

Consideraciones de origen de datos de ODBC (en la pagina 126)

Solucion de problemas de instalacion

Puede revisar los siguientes registros de instalacién para tratar de solucionar los
problemas relacionados con la instalacién:

Producto Ubicacion del archivo de registro

CA Enterprise Log Manager /tmp/pre-install_ca-elm.log
/tmp/install_ca-elm.<timestamp>.log
/tmp/install_ca-elmagent.<timestamp>.log

CA Embedded Entitlements /opt/CA/SharedComponents/EmbeddedIAM/eiam-install.log
Manager

CA Directory /tmp/etrdir_install.log
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La instalacién de CA Enterprise Log Manager copia contenido y otros archivos en
el servidor de CA EEM para la gestién. Desde la perspectiva del servidor de CA
EEM, el servidor de CA Enterprise Log Manager genera informes y se importan
otros archivos. Si la instalacién no puede conectarse al servidor de CA EEM, la
instalacidon de CA Enterprise Log Manager continta sin importar los archivos de
contenido. Puede importar los archivos de contenido manualmente cuando
finalice la instalacidn.

Si encuentra algun error durante la instalacion, es posible que tenga que realizar
alguna de las siguientes acciones para finalizar la instalacidén. Cada una de estas
acciones implica iniciar sesion en el servidor de CA Enterprise Log Manager
utilizando la cuenta predeterminada caelmadmin y, a continuacidn, cambiar los
usuarios a la cuenta raiz.

m  Resolver el error de configuracion de la interfaz de red
m  Comprobar que se ha instalado el paquete rpm
m  Comprobar que el daemon de iGateway se esté ejecutando

m  Registrar la aplicacion de CA Enterprise Log Manager con el servidor de CA
EEM

m  Adquirir certificados digitales

m  Importar informes de CA Enterprise Log Manager

m  Importar archivos de asignacién de datos

= Importar archivos de analisis de mensajes

®m  Importar archivos de gramatica de eventos comunes (CEG)

m Importar archivos de gestién de agentes comunes
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Resolucion de un error de configuracion de la interfaz de red

Después de realizar la instalacion, si no puede acceder a la interfaz de usuario
de CA Enterprise Log Manager, es posible que aparezca un error de
configuracion de la interfaz de red. Tiene dos opciones para resolver el error:

m  Extraiga el cable de red fisico e introdulzcalo en otro puerto.
m  Vuelva a configurar los adaptadores ldgicos de la interfaz de red con una

linea de comandos.

Para volver a confidurar los puertos de un adaptador de red con una linea de
comandos

1. Inicie sesidn en el dispositivo de software como usuario caelmadminy
acceda a un simbolo del sistema.

2. Cambie los usuarios a usuarios raiz con el siguiente comando:
su -

3. Introduzca la contraseiia del usuario raiz para confirmar el acceso al
sistema.

4. Introduzca el siguiente comando:

system-config-network

Se mostrara la interfaz de usuario para configurar los adaptadores de red.
5. Defina las configuraciones de puertos tal y como desee y salga.

6. Con el siguiente comando, reinicie los servicios de red para que se
implementen los cambios:

reinicio de red de servicio

Comprobacion de que el paquete RPM esté instalado

Puede observar con rapidez la instalacién comprobando si se ha instalado el
paquete RPM adecuado.

Para comprobar el paquete RPM

1. Acceda al simbolo del sistema en el servidor de CA Enterprise Log Manager.
2. Inicie sesion con las credenciales de cuenta de caelmadmin.

3. Cambie los usuarios a la cuenta raiz con el siguiente comando:

su - root
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4. Compruebe que el paquete ca-elm-<version>.i386.rpm se ha instalado con
los siguientes comandos:

rpm -q ca-elm
rpm -q ca-elmagent

Si estd instalado, el sistema operativo devuelve el nombre completo del
paquete.

Redistro del servidor de CA Enterprise Log Manader con el servidor de CA EEM

Sintoma:

Durante la instalacidn, la aplicacion de CA Enterprise Log Manager no registro
correctamente el servidor de CA EEM. La aplicacidn de CA Enterprise Log
Manager depende del servidor de CA EEM para gestionar cuentas de usuario y
configuraciones del servicio. Si la aplicacidon de CA Enterprise Log Manager no
estd registrada, el software no se ejecutard correctamente.

El script shell del siguiente procedimiento se copia automaticamente en el
directorio mencionado durante la instalacién.
Solucién:
Registre manualmente la aplicacidn de CA Enterprise Log Manager con el
servidor de CA EEM.
Para registrar la aplicacién de CA Enterprise Log Manader
1. Acceda al simbolo del sistema en el servidor de CA Enterprise Log Manager.
2. Inicie sesion con las credenciales de cuenta de caelmadmin.
3. Cambie los usuarios a usuarios raiz con el siguiente comando:
su -
4. Desplacese al directorio /opt/CA/LogManager/EEM.
5. Ejecute el comando siguiente:
./EEMRegister.sh

El script shell registrara la aplicacion de CA Enterprise Log Manager con el
servidor de CA EEM.
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Adquisicion de certificados desde el servidor de CA EEM

Sintoma:

Durante la instalacidn, los certificados digitales no se adquirieron correctamente
desde el servidor de CA EEM. Los certificados digitales son necesarios para
iniciar y ejecutar la aplicaciéon de CA Enterprise Log Manager.

El script shell del siguiente procedimiento se copia automaticamente en el
directorio mencionado durante la instalacién.
Solucién:

Adquiera manualmente los certificados desde el servidor de CA EEM.

Para adquirir los certificados digitales
1. Acceda al simbolo del sistema en el servidor de CA Enterprise Log Manager.
2. Inicie sesion con las credenciales de cuenta de caelmadmin.
3. Cambie los usuarios a usuarios raiz con el siguiente comando:
su -
4. Desplacese al directorio /opt/CA/LogManager/EEM.
5. Ejecute el comando siguiente:
./EEMAcqCert.sh

El script shell realizara el procesamiento necesario para adquirir los
certificados digitales necesarios.

Importacion de informes de CA Enterprise Log Manager

Sintoma:

Durante la instalacidn, el servidor de CA EEM no importd correctamente el
contenido del informe desde el servidor de CA EEM. Debe importar el contenido
del informe para ver los datos de los eventos después de almacenarse en el
almacenamiento del registro de eventos.

El script shell del siguiente procedimiento se copia automaticamente en el
directorio mencionado durante la instalacién.
Solucion:

Importe el contenido del informe manualmente.
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Para importar contenido del informe
1. Acceda al simbolo del sistema en el servidor de CA Enterprise Log Manager.
2. Inicie sesién con las credenciales de cuenta de caelmadmin.
3. Cambie los usuarios a usuarios raiz con el siguiente comando:
su -
4. Desplacese al directorio /opt/CA/LogManager/EEM/content.
5. Ejecute el comando siguiente:
./ImportCALMContent.sh

El script shell descargara el contenido del informe desde el servidor de CA
EEM.

Importacion de archivos de asignacion de datos de CA Enterprise Log Manager

Sintoma:

Durante la instalacidn, el servidor de CA EEM no importd correctamente los
archivos de asignacion de datos (DM). Debe tener los archivos de DM para
asignar datos de eventos entrantes al almacenamiento del registro de eventos.

El script shell del siguiente procedimiento se copia automaticamente en el
directorio mencionado durante la instalacién.
Solucion:

Importe los archivos de DM manualmente.

Para importar archivos de DM
1. Acceda al simbolo del sistema en el servidor de CA Enterprise Log Manager.
2. Inicie sesion con las credenciales de cuenta de caelmadmin.
3. Cambie los usuarios a usuarios raiz con el siguiente comando:
su -
4. Desplacese al directorio /opt/CA/LogManager/EEM/content.
5. Ejecute el comando siguiente:
./ImportCALMDM. sh

El script shell importard los archivos de DM desde servidor de CA EEM.
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Importacion de archivos de analisis de mensajes de CA Enterprise Log Manager

Sintoma:

Durante la instalacidn, el servidor de CA EEM no importd correctamente los
archivos de andlisis de mensajes (.XMP). Los archivos de analisis de mensajes
son necesarios para gestionar los registros de eventos desde varios origenes de
eventos de la red. Debe disponer de los archivos de andlisis de mensajes para
poder insertar eventos en el almacenamiento del registro de eventos de CA
Enterprise Log Manager.

El script shell del siguiente procedimiento se copia automaticamente en el
directorio mencionado durante la instalacién.
Solucion:

Importe los archivos de analisis de mensajes manualmente.

Para importar archivos de andlisis de mensajes
1. Acceda al simbolo del sistema en el servidor de CA Enterprise Log Manager.
2. Inicie sesion con las credenciales de cuenta de caelmadmin.
3. Cambie los usuarios a usuarios raiz con el siguiente comando:
su -
4. Desplacese al directorio /opt/CA/LogManager/EEM/content.
5. Ejecute el comando siguiente:
./ImportCALMMP. sh

El script shell importard el contenido del archivo de andlisis de mensajes
desde el servidor de CA EEM.

Importacion de archivos de gramatica de eventos comunes (CEG)

Sintoma:

Durante la instalacidn, el servidor de CA EEM no importd correctamente los
archivos de gramatica de eventos comunes (CEG). La gramatica de eventos
comunes forma el esquema basico de la base de datos del almacenamiento del
registro de eventos. No podra almacenar los eventos en el almacenamiento del
registro de eventos de CA Enterprise Log Manager sin los archivos de la
gramatica de eventos comunes.

El script shell del siguiente procedimiento se copia automaticamente en el
directorio mencionado durante la instalacién.
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Solucion:

Importe los archivos de CEG manualmente.

Para importar archivos de CEG
1. Acceda al simbolo del sistema en el servidor de CA Enterprise Log Manager.
2. Inicie sesién con las credenciales de cuenta de caelmadmin.
3. Cambie los usuarios a usuarios raiz con el siguiente comando:
su -
4. Desplacese al directorio /opt/CA/LogManager/EEM/content.
5. Ejecute el comando siguiente:
./ImportCALMCEG. sh

El script shell importard los archivos de gramatica de eventos.

Importacion de archivos de gestion de agentes comunes

Sintoma:

Durante la instalacidn, el servidor de CA EEM no importd correctamente los
archivos de gramatica de eventos comunes. No puede gestionar agentes en la
interfaz de usuario de CA Enterprise Log Manager sin estos archivos.

El script shell del siguiente procedimiento se copia automaticamente en el
directorio mencionado durante la instalacion.
Solucién:

Importe los archivos de gestidn de agentes manualmente.

Para importar archivos de destion de agentes comunes
1. Acceda al simbolo del sistema en el servidor de CA Enterprise Log Manager.
2. Inicie sesion con las credenciales de cuenta de caelmadmin.
3. Cambie los usuarios a usuarios raiz con el siguiente comando:
su -
4. Desplacese al directorio /opt/CA/LogManager/EEM/content.
5. Ejecute el comando siguiente:
./ImportCALMAgentContent.sh

El script shell importard los archivos de gestion de agentes comunes.
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Importacion de archivos de configuracion de CA Enterprise Log Manager

Sintoma:

Durante la instalacidn, el servidor de CA EEM no importd correctamente los
archivos de configuracidn. Puede iniciar CA Enterprise Log Manager, pero
algunos de los ajustes y valores no se encontraran en las areas de configuracion
de servicios y no podra configurar host individuales de forma central sin estos
archivos.

El script shell del siguiente procedimiento se copia automaticamente en el
directorio mencionado durante la instalacién.
Solucion:

Importe los archivos de configuracién manualmente.

Para importar archivos de configuracion
1. Acceda al simbolo del sistema en el servidor de CA Enterprise Log Manager.
2. Inicie sesion con las credenciales de cuenta de caelmadmin.
3. Cambie los usuarios a usuarios raiz con el siguiente comando:
su -
4. Desplacese al directorio /opt/CA/LogManager/EEM/content.
5. Ejecute el comando siguiente:
./ImportCALMConfig.sh

El script shell importa los archivos de configuracién.

Importacion de archivos de supresion y resumen

Sintoma:

Durante la instalacidn, el servidor de CA EEM no importd correctamente los
archivos de supresidn y resumen. No podrd emplear las reglas predeterminadas
de supresion y resumen de la interfaz de usuario de CA Enterprise Log Manager
sin estos archivos.

El script shell del siguiente procedimiento se copia automaticamente en el
directorio mencionado durante la instalacién.
Solucion:

Importe los archivos de supresién y resumen manualmente.
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Para importar archivos de supresion y resumen

1.
2.
3.

Acceda al simbolo del sistema en el servidor de CA Enterprise Log Manager.
Inicie sesién con las credenciales de cuenta de caelmadmin.

Cambie los usuarios a usuarios raiz con el siguiente comando:

su -

Desplacese al directorio /opt/CA/LogManager/EEM/content.

Ejecute el comando siguiente:

./ImportCALMSAS. sh

El script shell importa los archivos de supresién y resumen.

Importacion de archivos de tokens de analisis

Sintoma:

Durante la instalacidn, el servidor de CA EEM no importd correctamente los
archivos de tokens de analisis. No podrd emplear los tokens de analisis
predeterminados en el asistente de analisis de mensajes sin estos archivos.

El script shell del siguiente procedimiento se copia automaticamente en el
directorio mencionado durante la instalacién.

Solucioén:

Importe los archivos de tokens de andlisis manualmente.

Para importar archivos de tokens de analisis

1.
2.
3.

Acceda al simbolo del sistema en el servidor de CA Enterprise Log Manager.
Inicie sesién con las credenciales de cuenta de caelmadmin.

Cambie los usuarios a usuarios raiz con el siguiente comando:

su -

Desplacese al directorio /opt/CA/LogManager/EEM/content.

Ejecute el comando siguiente:

./ImportCALMTOK. sh

El script shell importa los archivos de tokens de analisis.
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Importacion de archivos de la interfaz de usuario de CA Enterprise Log Manager

Sintoma:

Durante la instalacidn, el servidor de CA EEM no importd correctamente los
archivos de la interfaz de usuario. No podra visualizar ni utilizar los valores de
los campos desplegables de intervalo de tiempo dindmico sin estos archivos.

El script shell del siguiente procedimiento se copia automaticamente en el
directorio mencionado durante la instalacion.
Solucién:

Importe los archivos de la interfaz de usuario manualmente.

Para importar archivos de la interfaz de usuario
1. Acceda al simbolo del sistema en el servidor de CA Enterprise Log Manager.
2. Inicie sesién con las credenciales de cuenta de caelmadmin.
3. Cambie los usuarios a usuarios raiz con el siguiente comando:
Su -
4. Desplacese al directorio /opt/CA/LogManager/EEM/content.
5. Ejecute el comando siguiente:
./ImportCALMFlexFiles.sh

El script shell importa los archivos de la interfaz de usuario.
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Capitulo 4: Confidguracion de accesos y
usuarios basicos

Esta seccidn contiene los siguientes temas:

Acerca de los accesos y usuarios basicos (en la pagina 145)
Configuracion del almacén de usuarios (en la pagina 146)
Configuracion de politicas de contraseias (en la pagina 150)
Conservacién de politicas de acceso predefinidas (en la pagina 151)
Creacion del primer administrador (en la pagina 152)

Acerca de los accesos y usuarios basicos

La configuracidn comienza con el ajuste del almacén de usuarios, con la creacién
de uno o0 mas usuarios con la funcién predefinida de administrador y con la
configuracion de politicas de contrasefias. Normalmente, esta configuracion la
realiza el instalador, que puede iniciar sesion en CA Enterprise Log Manager con
las credenciales de EiamAdmin. Una vez finalizada la configuracidn, los usuarios
definidos como administradores configuran CA Enterprise Log Manager.

Si se acepta la configuraciéon predeterminada del almacén de usuarios, la
configuracion minima que debe ser completada por el usuario de EiamAdmin es
la cuenta del primer administrador. El primer administrador puede configurar
politicas de contrasefas para poder configurar el resto de componentes de CA
Enterprise Log Manager.

Nota: Si desea obtener mas informacidn acerca de la creacién de otros usuarios
o acerca de las funciones personalizadas y de las politicas de acceso
personalizadas, consulte la Guia de administracion de CA Enterprise Log
Manager.
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Confidguracion del almacén de usuarios

El almacén de usuarios es el repositario de la informacién global de los usuarios.
Puede configurar el almacén de usuarios en cuanto instale un servidor de CA
Enterprise Log Manager. Sélo el usuario de EiamAdmin puede configurar el
almacén de usuarios, algo que normalmente se realiza después de iniciar sesidn
la primera vez.

Configure el almacén de usuarios de una de las siguientes maneras:
m  Acepte el almacén predeterminado en el almacén de datos interno.

Nota: La opcién predeterminada podria mostrarse como la base de datos de
gestion de CA si, durante la instalacion, ha marcado un CA EEM
independiente.

m  Seleccione Referencia en un directorio externo, que puede ser un directorio
de LDAP como Microsoft Active Directory, Sun One o Novell CA Directory.

m  Seleccione Referencia en CA SiteMinder.

Si configura el almacén de usuarios como directorio externo, no podra crear
usuarios nuevos. Solo podra agregar grupos de aplicaciones, o funciones,
predefinidas o definidas por el usuario a los registros de usuarios globales de
sblo lectura. Debe agregar nuevos usuarios del almacén de usuarios externosy,
a continuacioén, agregar los permisos de CA Enterprise Log Manager a los
registros de usuarios globales.

Aceptacion del almacén de usuarios predeterminado

No es necesario que configure el almacén de usuarios si acepta el
predeterminado, que es el almacén de datos interno. Esto se aplica si no existe
ningun almacén de usuarios para utilizar.

Para comprobar que el repositorio esta configurado como el almacén de
usuarios

1. Inicie sesidn en un servidor de CA Enterprise Log Manager como usuario con
privilegios de administrador o con el nombre de usuario y la contrasefia
asociada de EiamAdmin.

2. Haga clic en la ficha Administracion.

Si inicia sesién como usuario de EiamAdmin, esta ficha se mostrara
automaticamente.
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3. Seleccione la subficha Gestidn de usuarios y accesos y, a continuacién, haga
clic en el boton Almacén de usuarios en el panel izquierdo.

Se mostrara la configuracion del servidor de EEM para usuarios y grupos
globales.

4. Compruebe que la opcidn Guardar en almacén de datos interno esté
seleccionada.

5. Haga clic en Guardary, a continuacion, en Cerrar.

Nota: Cuando esta establecido el almacén de usuarios predeterminado, puede
crear nuevos usuarios, definir contraseiias temporales y establecer politicas de
contrasefas.

Mas informacion:

Planificacién del almacén de usuarios (en la pagina 45)

Utilizacion de un directorio de LDAP

Configure el almacén de usuarios como referencia a un directorio de LDAP
cuando los detalles de los usuarios globales se almacenen en
Microsoft Active Directory, Sun One o Novell Directory.

Nota: Los detalles de la aplicacién se almacenan en el repositorio
predeterminado. La utilizacién de un almacén de usuarios externo no actualiza
ese almacén de usuarios.

Para utilizar un directorio de LDAP como almacén de usuarios

1. Inicie sesidn en un servidor de CA Enterprise Log Manager como usuario con
privilegios de administrador o como usuario de EiamAdmin.

2. Haga clic en la ficha Administracion.

Si inicia sesidn como usuario de EiamAdmin, esta ficha se mostrara
automaticamente.

3. Seleccione la subficha Gestidn de usuarios y accesos y, a continuacion, haga
clic en Almacén de usuarios en el panel izquierdo.

Se mostrara la configuracion del servidor de CA EEM del almacén de
usuarios.

4. Seleccione Referencia en un directorio externo.

Se mostraran los campos de la configuracion de LDAP.
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8.

Complete debidamente estos campos en la hoja de trabajo del directorio
externo.

Tenga en cuenta el siguiente ejemplo para realizar el enlace a objetos de
Active Directory con la siguiente cadena de enlace:

Set objUser = Get Object ("LDAP://cn=Bob, cn=Users, ou=Sales,
dc=MyDomain, dc=com"), donde cn es el nombre comun, ou es la unidad
organizativa y dc esta formado por dos componentes de dominio que
completan el nombre DNS. Para el nombre de dominio de usuario, debe
introducir:

cn=Bob, cn=Users, ou=Sales,dc=MyDomain, dc=com
Haga clic en Guardar.

Al guardar esta referencia, la informacién de cuenta del usuario se cargard
en CA EEM. De esta forma, podrd acceder a estos registros de usuarios

como usuario global y agregar detalles de la aplicacion como, por ejemplo,
el grupo de usuarios de aplicaciones o el nombre de la funcién del usuario.

Revise el estado que se muestra para comprobar si el enlace del directorio
externo es correcto y si se han cargado los datos.

Si el estado muestra una advertencia, haga clic en el estado Actualizar. Si el
estado muestra un error, corrija la configuracién, haga clic en Guardary
repita este paso.

Haga clic en Cerrar.

Mas informacion:

Planificacién del almacén de usuarios (en la pagina 45)

Hoja de trabajo del directorio de LDAP (en la pagina 47)

Utilizacion de CA SiteMinder como almacén de usuarios

Si sus cuentas de usuario ya se han definido en CA SiteMinder, utilice este
directorio externo cuando configure el almacén de usuarios.

Para utilizar CA SiteMinder como el almacén de usuarios

1.

Inicie sesién en un servidor de CA Enterprise Log Manager como usuario con
privilegios de administrador o como usuario de EiamAdmin.

Haga clic en la ficha Administracion.

Si inicia sesién como usuario de EiamAdmin, esta ficha se mostrara
automaticamente.
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3. Seleccione la subficha Gestidn de usuarios y accesos y, a continuacion, haga
clic en el boton Almacén de usuarios en el panel izquierdo.

Se mostrara la configuracion del servidor de CA EEM del almacén de
usuarios.

4. Seleccione la opcién Referencia en CA SiteMinder.
Apareceran los campos especificos de CA SiteMinder.

a. Complete debidamente estos campos en la hoja de trabajo de
SiteMinder.

b. Paraver o cambiar las conexiones y puertos utilizados por CA
SiteMinder, haga clic en los puntos suspensivos para mostrar el panel de
atributos de conexién.

5. Haga clic en Guardar.

Al guardar esta referencia, la informacién de cuenta del usuario se cargara
en CA EEM. De esta forma, podrd acceder a estos registros de usuarios

como usuario global y agregar detalles de la aplicacién como, por ejemplo,
el grupo de usuarios de aplicaciones o el nombre de la funcién del usuario.

6. Revise el estado que se muestra para comprobar si el enlace del directorio
externo es correcto y si se han cargado los datos.

Si el estado muestra una advertencia, haga clic en el estado Actualizar. Si el
estado muestra un error, corrija la configuracién, haga clic en Guardar y
repita este paso.

7. Haga clic en Cerrar.
Mas informacidn:

Planificacién del almacén de usuarios (en la pagina 45)
Hoja de trabajo de CA SiteMinder (en la pagina 49)
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Confiduracion de politicas de contrasefias

Puede establecer politicas de contrasefias para asegurarse de que las
contrasefias creadas por los usuarios cumplan los estdndares configurados y
para que cambien con la frecuencia definida. Establezca politicas de contraseias
después de configurar el almacén de usuarios interno. Sélo el usuario de
EiamAdmin o un usuario con privilegios de administrador puede definir o
modificar las politicas de contrasefias.

Nota: Las politicas de contrasefias de CA Enterprise Log Manager no se aplican a
las cuentas de usuario creadas en un almacén de usuarios externo.
Para configurar las politicas de contrasefias

1. Inicie sesidén en un servidor de CA Enterprise Log Manager como usuario con
privilegios de administrador o como usuario de EiamAdmin.

2. Haga clic en la ficha Administracidn.

Si inicia sesién como usuario de EiamAdmin, esta ficha se mostrara
automaticamente.

3. Seleccione la subficha Gestién de usuarios y accesos y, a continuacion, haga
clic en el botén Politicas de contraseiias en el panel izquierdo.

Aparecera el panel de politicas de contraseias.

4. Especifique si desea que las contrasefias sean iguales a los nombres de
usuario.

5. Especifique si desea que se apliquen requisitos de longitud.

6. Especifique si desea aplicar politicas sobre el nimero maximo o minimo de
caracteres que se repite o sobre los caracteres numéricos.

7. Especifique la duracidn y reutilice las politicas.
8. Compruebe los distintos parametros y, a continuacién, haga clic en Guardar.
9. Haga clic en Cerrar.
Las politicas de contraseias configuradas se aplican a todos los usuarios de
CA Enterprise Log Manager.

Mas informacion:

Planificacién de politicas de contrasefias (en la pagina 50)
Nombre de usuario como contrasefia (en la pagina 51)
Reutilizacion y duracién de contrasefas (en la pagina 52)
Formato v longitud de la contrasefia (en la pagina 52)
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Conservacion de politicas de acceso predefinidas

Si sélo va a utilizar las funciones o los grupos de usuarios de aplicaciones
predefinidos con las politicas predefinidas asociadas, el riesgo de que las
politicas se eliminen o se dafen debe ser minimo. Sin embargo, si sus
administradores van a crear funciones definidas por el usuario y politicas de
acceso asociadas, se podra acceder a las politicas predefinidas, se podran editar
y, por lo tanto, seran vulnerables a cambios no deseados. Se recomienda
realizar una copia de seguridad de las politicas originales predefinidas para
poder restaurarlas en caso de que sea necesario.

Cree un archivo de copia de seguridad que contenga cada tipo de politica
predefinida utilizando la funcién de exportacion. Puede copiar estos archivos a
un medio externo o dejarlos en el disco del servidor en el que se inicié la
exportacion.

Nota: Para obtener mas informacién sobre los procedimientos de realizacién de
copias de seguridad de politicas predefinidas, consulte la Guia de administracion
de CA Enterprise Log Manager.
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Creacion del primer administrador

Al primer usuario que crea debe asignarsele la funcion de administrador. Sélo
los usuarios a los que se les asigna la funcion de administrador pueden realizar
la configuracidn. Puede asignar una funcion de administrador a una nueva
cuenta de usuario que cree o a una cuenta de usuario existente recuperada en
CA Enterprise Log Manager.

Siga el siguiente proceso:

1. Inicie sesidn en el servidor de CA Enterprise Log Manager como usuario
predeterminado de EiamAdmin.

2. Cree el primer administrador.

El método utilizado para crear el primer administrador de CA Enterprise Log
Manager depende de cdmo configure el almacén de usuarios.

Si configura CA Enterprise Log Manager para que utilice el almacén de
usuarios interno, cree una nueva cuenta de usuario con la funcién de
administrador.

Si configura CA Enterprise Log Manager para utilizar un almacén de
usuarios externo, utilice un usuario de LDAP existente para vincular al
directorio. Cuando lo vincule a un directorio externo, recupere la cuenta
del usuario al que desee asignar una funcion de CA Enterprise Log
Manager del almacén de usuarios externo. Las cuentas de usuarios de
almacenes de usuarios externos se recuperan como usuarios globales.
No puede modificar la informacién de una cuenta de usuario existente,
pero puede agregar una funcién o un grupo de usuarios de aplicaciones
de CAELM. Al primer usuario le asigna la funcion de administrador.

Nota: No puede crear nuevos usuarios de CA Enterprise Log Manager
cuando configura un almacén de usuarios externo.

3. Cierre sesidn del servidor de CA Enterprise Log Manager.

4. Vuelva ainiciar sesidn en el servidor de CA Enterprise Log Manager con las
credenciales de la nueva cuenta de usuario.

A continuacidn, podra realizar las tareas de configuracién.
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Creacion de una nueva cuenta de usuario.

Puede crear una cuenta de usuario para cada persona que utilice CA Enterprise
Log Manager. Usted proporciona las credenciales con las que el usuario va a
iniciar sesidn la primera vez y especifica su funcién. Las tres funciones
principales son: administrador, analista y auditor. Cuando un usuario al que se le
ha asignado la funcidn de analista o auditor inicia sesion, CA Enterprise Log
Manager autentica al usuario con las credenciales guardadas y le permite
utilizar varias funcionalidades segun la funcién asignada.

Para crear un nuevo usuario

1.

8.

Inicie sesién en el servidor de CA Enterprise Log Manager como usuario
predeterminado de EiamAdmin.

Se mostrara la ficha Administracion y la subficha Gestién de usuarios y
accesos.

Haga clic en Usuarios en el panel izquierdo.
Haga clic en Nuevo usuario a la izquierda de la carpeta Usuarios.

La pantalla de detalles Nuevo usuario se mostrard a la derecha de la
ventana.

Escriba un nombre de usuario en el campo Nombre. Los nombres de usuario
no distinguen mayusculas de minusculas.

Haga clic en Agregar detalles de usuarios de aplicaciones.

Seleccione la funcidn asociada a las tareas que va a realizar el usuario.
Utilice el control de cambios para moverlo a la lista Grupos de usuarios
seleccionados.

Introduzca los valores de los campos restantes en la pantalla segin sea
necesario. Debe incluir una contrasefia que distingue mayusculas de
minusculas con confirmacién en el cuadro de grupo de autenticacion.

Haga clic en Guardary, a continuacion, en Cerrar.

Mas informacion:

Asignacién de funciones a usuarios globales (en la pagina 154)
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Asignacion de funciones a usuarios globales

Puede buscar una cuenta de usuario existente y asignar el grupo de usuarios de
la aplicacién de la funcidn que desee que lleve a cabo el usuario. Si emplea un
almacén de usuarios externo, la busqueda da como resultado registros globales
cargados desde dicho almacén de usuarios. Si el almacén de usuarios
configurado es el de CA Enterprise Log Manager, la blusqueda obtiene registros
creados para usuarios en CA Enterprise Log Manager.

Los administradores son los Unicos que pueden editar cuentas de usuario.

Para asignar una funcién o un grupo de usuarios de la aplicacién a un usuario

existente

1. Haga clic en la ficha Administracion y en la subficha Gestion de usuarios y
accesos.

2. Haga clic en Usuarios en el panel de la izquierda.
Aparecen los paneles Buscar usuarios y Usuarios.

3. Seleccione Usuarios globales, introduzca los criterios de busqueda y haga
clicenlr.
Si la busqueda es de cuentas de usuario cargadas, el panel Usuarios muestra
la ruta y las etiquetas de la ruta indican el directorio externo al que se hace
referencia.
Importante: Introduzca siempre criterios al realizar una busqueda para
evitar que aparezcan todas las entradas de un almacén de usuarios externo.

4. Seleccione un usuario global que no pertenezca al grupo de aplicaciones de
CA Enterprise Log Manager.
La pagina Usuario muestra, con el nombre de carpeta, los detalles de
usuarios globales y, si procede, la pertenencia a grupos globales.

5. Haga clic en Agregar detalles del usuario de la aplicacién.
El panel de detalles del usuario de "CAELM" se expande.

6. Seleccione el grupo deseado en los grupos de usuarios disponibles y haga
clic en la flecha hacia la derecha.
El grupo seleccionado aparece en el cuadro de grupos de usuarios
seleccionados.

7. Hagaclic en Guardar.
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8. Verifique la adicién.

a. En el panel Buscar usuarios, haga clic en Detalles del usuario de la
aplicacion y haga clicen Ir.

b. Verifique que el nombre del nuevo usuario de la aplicaciéon aparece en
los resultados que se muestran.

9. Hagaclic en Cerrar.

Capitulo 4: Configuracion de accesos y usuarios basicos 155






Capitulo 5: Configuracion de servicios

Esta seccidn contiene los siguientes temas:

Configuraciones y origenes de eventos (en la pagina 157)

Edicion de configuraciones globales (en la pagina 158)

Empleo de filtros y valores de configuracion globales (en la pagina 160)
Configuracion del almacenamiento del registro de eventos (en la pagina 163)
Consideraciones sobre el servidor ODBC (en la pagina 188)

Consideraciones del servidor de informes (en la pagina 190)

Diagrama de flujo de la implementacién de suscripcién (en la pagina 192)
Configuracion de la suscripcién (en la pagina 193)

Configuraciones y origenes de eventos

La mayoria de las redes cuenta con algunos dispositivos basados en syslogy en
Windows cuyos registros de eventos se deben recopilar, almacenar, controlary
auditar. Su red también puede disponer de otros tipos de dispositivos, entre los
gue se incluyen aplicaciones, bases de datos, lectores de tarjetas, dispositivos
biométricos, asi como Recorders o iRecorders de CA Audit existentes. Los
servicios, adaptadores, agentes y conectores de CA Enterprise Log Manager
representan las configuraciones necesarias para conectarse a estos origenes de
eventos para recibir datos de eventos.

Los servicios de CA Enterprise Log Manager incluyen las siguientes areas de
configuracion:

m  Configuraciones globales

m  Configuracién y filtros globales

m  Configuracién del almacenamiento del registro de eventos

m  Configuracién del servidor de ODBC

m  Configuracién del servidor de informes

m  Configuracién del mddulo de suscripcion

m  Panel de acceso al estado del sistema
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Las configuraciones de servicio pueden ser globales, lo que significa que pueden
afectar a todos los servidores de CA Enterprise Log Manager instalados con un
solo nombre de instancia de aplicacién en el servidor de gestién. Las
configuraciones también pueden ser locales de modo que sélo afecten a un
servidor seleccionado. Las configuraciones se almacenan en el servidor de
gestidn con una copia local en el servidor de recopilacion de CA Enterprise Log
Manager. De esta forma, si la conectividad de red se pierde o el servidor de
gestidn se apaga por alguna razon, la generacién de registros de eventos no se
detiene en los servidores de recopilacién.

El panel de acceso al estado del sistema ofrece herramientas para asignarlas al
servidor de CA Enterprise Log Manager y sus servicios, asi como para recopilar
informacidn para el soporte. Puede disponer de mas informacién sobre esta
area en la guia de administracién y en la ayuda en linea.

Edicion de configuraciones globales

Puede definir configuraciones globales para todos los servicios. Si intenta
guardar valores que se encuentran fuera del intervalo permitido, CA Enterprise
Log Manager adoptara de forma predeterminada al valor minimo o maximo,
segln corresponda. Algunos de los ajustes son interdependientes.

Para editar configuraciones globales

1. Haga clic en la ficha Administracion y, a continuacidn, en la subficha
Servicios.

Aparece la lista de servicios.
2. Haga clic en Configuracion global en la lista de servicios.
Se abre el panel de detalles de la configuracion del servicio global.
3. Cambie cualquiera de los ajustes de configuracidn siguientes:
Intervalo de actualizacion

Especifica la frecuencia, en segundos, con la que los componentes del
servidor aplican actualizaciones de configuracién.

Minimo: 30
Maximo: 86.400
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Tiempo de espera de sesion

Especifica la duracion maxima de una sesién inactiva. Si se activa la
actualizacion automatica, la sesion nunca caduca.

Minimo: 10
Maximo: 60
Permitir actualizacion automatica

Permite a los usuarios actualizar los informes y las consultas de forma
automatica. Este valor permite a los administradores desactivar la
actualizacion automatica de forma global.

Frecuencia de la actualizacion automatica

Especifica el intervalo (en minutos) en el que se actualiza la visualizacidn
del informe. Este valor depende de la seleccidn de Permitir actualizacién
automatica.

Minimo: 1
Maximo: 600
Permitir actualizacion automatica

Establece la actualizacién automatica en todas las sesiones. De forma
predeterminada, la actualizacidn automatica no esta activada.

La visualizacion de las alertas de accion requiere autenticacion

Evita que los auditores o los productos de terceros vean las fuentes RSS
de las alertas de accidn. Este ajuste estd activado de forma
predeterminada.

Informe predeterminado
Especifica el informe predeterminado.
Activar inicio de informe predeterminado

Muestra el informe predeterminado cuando se hace clic en la ficha
Informes. Este ajuste estd activado de forma predeterminada.

Cambie cualquiera de los valores de etiquetas de informe y consulta
siguientes:

Ocultar etiquetas de informe

Evita que las etiquetas especificadas aparezcan en una lista de
etiquetas. Al ocultar las etiquetas de informe se simplifica la visién de
los informes disponibles.
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Ocultar etiquetas de consulta

Permite ocultar las etiquetas seleccionadas. Las etiquetas ocultas no
aparecen en la lista de consultas principal ni en la lista de consultas
sobre la programacion de alertas de accion. Al ocultar las etiquetas de
consulta se personaliza la vista de las consultas disponibles.

5. Cambie cualquiera de los ajustes de perfil siguientes:
Activar perfil predeterminado
Permite definir el perfil predeterminado.
Perfil predeterminado
Especifica el perfil predeterminado.
Ocultar perfiles

Permite ocultar los perfiles seleccionados. Cuando la interfaz se
actualiza o caduca el intervalo de actualizacidn, los perfiles ocultos no
aparecen. Al ocultar los perfiles se personaliza la vista de los perfiles
disponibles.

Nota: Haga clic en Restablecer para almacenar los ultimos valores
guardados. Hasta que guarde los cambios, puede restablecer un solo
cambio o varios. Una vez que haya guardado los cambios, debera
restablecerlos de forma individual.

6. Haga clic en Guardar.

Empleo de filtros y valores de confiquracion globales

Puede definir filtros y valores de configuracion globales como parte de la
configuracion del servidor de CA Enterprise Log Manager. Los valores globales
sblo se guardan en la sesidn actual y no se conservan cuando cierra la sesion del
servidor, a no ser que seleccione la opcidn Utilizar como predeterminado.

Un filtro rdpido controla el intervalo de tiempo inicial sobre el que generar un
informe, proporciona un filtrado sencillo de texto coincidente y le permite
utilizar campos especificos y sus valores que afectan a los datos que se
muestran en un informe.

Un filtro avanzado global le permite utilizar operadores y sintaxis SQL para
ampliar los datos del informe. La configuracidn global le permite establecer una
zona horaria y utilizar consultas especiales para recuperar datos de otros
servidores de CA Enterprise Log Manager de una federacion, asi como activar la
actualizacion automatica de informes durante la visualizacién.
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Debe establecer filtros globales que se puedan utilizar en varias areas de
informes. Al configurar las opciones que limitan el filtro global, podrd controlar
los datos que se muestren en un informe. Entre las tareas iniciales de filtros y
valores de configuracién globales se incluyen las siguientes:

m  Configure filtros rapidos globales para proporcionar una hora inicial que
afecte a los informes que vera en el servidor de CA Enterprise Log Manager.

m  Seleccione las consultas federadas en la ficha Configuracidn para ver los
datos de los servidores de CA Enterprise Log Manager que ha federado en
este servidor.

m  Decida si desea que los informes se actualicen automaticamente.

m  Defina el intervalo con el que desea que se actualicen los datos de los
informes.

Nota: Si la configuracion del filtro global es demasiado limitada o especifica, es
posible que no se muestren datos en algunos informes.

Para obtener mas informacion sobre los filtros globales y su empleo, consulte la
ayuda en linea.

Mas informacion:

Edicién de configuraciones globales (en la pagina 158)

Seleccion de uso de consultas federadas

Puede seleccionar si desea ejecutar consultas en los datos federados. Siva a
utilizar mas de un servidor de CA Enterprise Log Manager en una red federada,
es posible que active la casilla de verificacion Utilizar consultas federadas. Esta
opcion le permite recopilar datos de eventos para generar informes desde todos
los servidores de CA Enterprise Log Manager federados (que actian como
servidores secundarios) con este servidor de CA Enterprise Log Manager.

También puede desactivar las consultas federadas para realizar una
determinada consulta si sélo desea ver los datos del servidor de CA Enterprise
Log Manager actual.
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Para definir el uso de consultas federadas
1. Inicie sesidn en el servidor de CA Enterprise Log Manager.
2. Haga clic en el botén Mostrar/editar filtros globales.

El botdn se encuentra a la derecha del nombre del servidor de CA Enterprise
Log Manager actual y por encima de las fichas principales.

3. Haga clic en la ficha Configuracién.
4, Seleccione si desea utilizar consultas federadas.

Si desactiva la opcidn de seleccidn de consultas federadas, los informes que
vea no contendrdn datos de eventos de los otros servidores que ha
configurado como secundarios de este servidor.

Mas informacion:

Configuracion de una federacion de CA Enterprise Log Manager (en la pagina
231)

Configuracion de un servidor de CA Enterprise Log Manager como servidor
secundario (en la pagina 232)

Configuracion del intervalo de actualizacion dglobal

Puede establecer el intervalo en el que los servicios de CA Enterprise Log
Manager comprueban los cambios de configuracion. El valor predeterminado,
después de la instalacién, es de cinco minutos y se expresa en segundos. Si el
intervalo de tiempo es demasiado largo, algunos cambios de configuracion
necesarios podrian retrasarse.

Para confiqurar el intervalo de actualizacion

1. Inicie sesidn en el servidor de CA Enterprise Log Manager y haga clicen la
ficha Administracion.

2. Haga clic en la ficha Servicios y, a continuacidn, haga clic en el nodo de
servicio Configuracidn global.

3. Introduzca un nuevo valor para el intervalo de actualizacion.

El valor predeterminado y recomendado es 300 segundos.
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Acerca de los filtros locales

Los filtros locales funcionan en un informe en tiempo real cuando lo ve y
sobrescribe temporalmente la configuracion global. Puede utilizar los filtros
locales para refinar los datos de un informe y asi poder resolver los incidentes
de seguridad o buscar un informe especifico en una lista de informes generados.
Las tareas de configuracién local incluye las siguientes acciones:

m  Definir un nuevo filtro para un informe en tiempo real mientras lo ve

m  Definir un filtro de una lista de informes generados para ver un subconjunto
de la lista por hora y tipo de informe

La ayuda en linea contiene mds informacién sobre los filtros de configuracion
local mientras ve un informe o una lista de informes.

Confidguracion del almacenamiento del registro de eventos

El almacenamiento del registro de eventos es la base de datos basica de
propietario que contiene registros de eventos recopilados. Las opciones de
configuracion definidas para el servicio de almacenamiento del registro de
eventos pueden ser globales o locales y pueden afectar al almacenamiento y
archivado de eventos de los servidores de CA Enterprise Log Manager. El
proceso de configuracién del almacenamiento del registro de eventos incluye lo
siguiente:

m  Entender el servicio de almacenamiento del registro de eventos

m  Entender el modo en que el almacenamiento del registro de eventos
gestiona los archivos de almacenamiento
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m  Configurar los valores globales y locales del almacenamiento del registro de
eventos

También se incluye la configuracidn del tamafio de la base de datos, los
valores de retencién de archivos de almacenamiento basicos, las reglas de
resumen para agregar eventos similares, las reglas de supresién para evitar
que eventos especificos se almacenen en la base de datos, las relaciones de
federacién y las opciones de autoarchivacién.

CA Enterprise Log Manager cierra automaticamente los archivos de la base de
datos activa y crea archivos de almacenamiento cuando las bases de datos
activas alcanzan la capacidad definida para este servicio. A continuacién, CA
Enterprise Log Manager abre nuevos archivos activos para continuar con las
operaciones de registro de eventos. Puede configurar opciones de
autoarchivacidn para gestionar estos archivos, pero sélo como una
configuracion local en cada servidor de CA Enterprise Log Manager.

Acerca del servicio de almacenamiento del registro de eventos
El servicio de almacenamiento del registro de eventos gestiona interacciones de
la base de datos como las que se muestran a continuacion:
m  Insercidn de nuevos eventos en la base de datos actual (caliente)

m  Recuperacion de eventos de las bases de datos federadas locales y remotas
para realizar consultas e informes

m  Creacion de nuevas bases de datos cuando la base de datos actual esté
completa

m  Creacion de nuevos archivos de almacenamiento y eliminacién de archivos
de almacenamiento antiguos

m  Gestion de la caché de consultas de archivos
m  Aplicacién de reglas de resumen y de supresion
m  Aplicacién de reglas de transferencia de eventos seleccionados

m  Definicion de los servidores de CA Enterprise Log Manager que actuan como
servidores secundarios federados respecto a este servidor de CA Enterprise
Log Manager
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Acerca de los archivos de almacenamiento

El servidor de CA Enterprise Log Manager crea automaticamente archivos de
bases de datos tibias denominados archivos de almacenamiento cuando una
base de datos caliente alcanza el parametro NUmero maximo de filas
especificado en el servicio de almacenamiento del registro de eventos. Los
archivos de bases de datos calientes no se comprimen.

Cuando cambia la autoarchivacidn de un servidor de recopilacién a un servidor
de informes, las bases de datos tibias se eliminan del servidor de recopilacién
después de copiarse en el servidor de informes. El valor NUmero maximo de
dias de archivado no se aplica aqui.

Cuando cambia la autoarchivacion de un servidor de informes a un servidor de
almacenamiento remoto, las bases de datos tibias del servidor de informes no
se eliminan después de copiarse al servidor de almacenamiento remoto. Por el
contrario, estas bases de datos tibias se retienen en el servidor de informes
hasta que se alcanza el valor NUmero maximo de dias de archivado.
Posteriormente, se eliminan. Sin embargo, se retiene un registro de estas bases
de datos frias eliminadas para que pueda obtener detalles de la base de datos
de almacenamiento en caso de que necesite esta informacidn para realizar una
restauracion.

Cuando determine cémo configurar el valor NUmero maximo de dias de
archivado, tenga en cuenta el espacio en disco disponible en el servidor de
informes. La configuracion de Archivar espacio en disco establece el umbral. Si
el espacio en disco disponible cae por debajo del porcentaje establecido, los
datos del registro de eventos se eliminardn para disponer de mas espacio
cuando el valor Numero maximo de dias de archivado de esos datos no haya
pasado.

Cuando no cambie la autoarchivacién de un servidor de informes a un servidor
de almacenamiento remoto, debe realizar manualmente las copias de seguridad
de las bases de datos tibias y mover la copia a una ubicacién de
almacenamiento remota con una mayor frecuencia que el valor configurado
Nuimero maximo de dias de archivado. De lo contrario, podria perder datos. Le
recomendamos que realice diariamente copias de seguridad de los archivos
para evitar una posible pérdida de datos y para conservar el espacio adecuado
en disco. El servicio de almacenamiento del registro de eventos gestiona su
propia caché interna de las consultas de bases de datos archivadas para mejorar
el rendimiento cuando se ejecuta en consultas muy amplias o repetitivas.

Para obtener mas informacion acerca de los archivos de almacenamiento,
consulte la Guia de administracion de CA Enterprise Log Manager.
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Mas informacion:

Ejemplo: Almacenamiento automatico en tres servidores (en la pagina 179)

Acerca de la autoarchivacion

La gestion de registros de eventos almacenados requiere una manipulacion
adecuada de las copias de seguridad y de los archivos restaurados. La
configuracion del servicio del almacenamiento del registro de eventos le
proporciona un lugar centralizado para configurar y ajustar los tamafios de las
bases de datos internas, las retenciones, y para definir opciones de
autoarchivacion. CA Enterprise Log Manager proporciona los siguientes scripts
para ayudarle con estas tareas:

m  backup-ca-elm.sh
m  restore-ca-elm.sh

®  monitor-backup-ca-elm.sh

Nota: Al utilizar estos scripts se da por hecho que ha establecido una
autenticacion no interactiva entre los dos servidores a través de claves RSA.

Los scripts de copia de seguridad y restauracion utilizan la utilidad LMArchive
para facilitar la copia de bases de datos tibias a o desde host remotos. Cuando
finalizan las tareas, los scripts actualizan automdticamente los archivos de
catdlogo correspondientes. Puede copiarlos a servidores remotos o a otros
servidores de CA Enterprise Log Manager. Si el host remoto al que envia los
archivos es un servidor de CA Enterprise Log Manager, los scripts también
actualizaran automaticamente los archivos de catalogo en el servidor de
recepcion. Ademas, los scripts eliminaran los archivos de almacenamiento del
equipo local para evitar la duplicacién de informes federados. De esta forma, los
datos estardn disponibles para las consultas y para los informes. El
almacenamiento fuera del sistema se denomina almacenamiento en frio. Puede
restaurar archivos movidos al almacenamiento en frio para realizar consultas y
generar informes.

El script de control ejecuta automaticamente el script de copia de seguridad
utilizando la configuracién especificada en la parte de autoarchivacién de la
configuracion de servicio del almacenamiento del registro de eventos.

Mas informacion:

Ejemplo: Almacenamiento automatico en tres servidores (en la pagina 179)
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Desplazamiento de la base de datos y copia de sequridad del diagrama de flujo

de estrategdia

Se puede ejecutar la recopilacién y la generacién de informes de eventos de
cada servidor de CA Enterprise Log Manager o puede utilizar varios servidores
diferentes para estas acciones. Si utiliza servidores para la recopilacion, a
continuacioén la automatizacion movera cada hora desde servidores de
recopilacion a un servidor de informe; de lo contrario, no es aplicable. Si no
tiene ningun rol de servidor especifico, se interpretaran las referencias del
diagrama de flujo "del servidor de informes al servidor de almacenamiento
remoto" como "del servidor de CA Enterprise Log Manager no especifico al
servidor de almacenamiento remoto."

Una estrategia de copia de seguridad consiste en tener dos copias de cada base
de datos; una de las dos es considerada como la copia de seguridad. Este
objetivo puede lograrse con o sin archivado automatico a un servidor de
almacenamiento remoto. La estrategia de copia de seguridad con resultados de
archivado automatico en las bases de datos originales del servidor de
almacenamiento remoto y en las copias de seguridad de una ubicacién externa.
La estrategia de copia de seguridad sin resultados de archivado automatico en
las bases de datos originales del servidor de CA Enterprise Log Managery las
copias de seguridad en un servidor de almacenamiento remoto. La posibilidad
de almacenar las bases de datos originales en CA Enterprise Log Manager donde
inicialmente se archivaron, depende del espacio disponible para el
almacenamiento a largo plazo y de las politicas de almacenamiento. Si se
cumplen estos criterios, la decision dependera de las preferencias personales.
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Configuracion de la autenticacion no interactiva para el archivado automatico

Se puede configurar el archivado automatico entre servidores que tienen roles
diferentes. Por ejemplo:

m  Desde uno o mas servidores de recopilacidn a un Unico servidor de
informes.

m  Desde uno o mas servidores de informes a un Unico servidor de
almacenamiento remoto.

Antes de configurar el archivado automadtico de un servidor a otro, deberia
configurar la autenticacion ssh no interactiva desde el servidor de origen al
servidor de destino. No interactivo significa que un servidor puede mover
archivos a otro servidor sin que se requieran contrasefias.

m  Sisolamente dispone de tres servidores, un servidor de recopilacién, un
servidor de informes y un servidor de almacenamiento remoto, es
recomendable configurar dos veces la autenticacion no interactiva:

- Desde el servidor de recopilacién al servidor de informes
- Desde el servidor de informes al servidor de almacenamiento remoto.

m  Sidispone de seis servidores con cuatro servidores de recopilacion, un
servidor de informe y un servidor de almacenamiento remoto, deberia
configurar cinco veces la autenticacion no interactiva:

Desde el servidor de recopilacion 1 al servidor de informes.

Desde el servidor de recopilacion 2 al servidor de informes.

Desde el servidor de recopilacion 3 al servidor de informes.

Desde el servidor de recopilacion 4 al servidor de informes.

Desde el servidor de informes al servidor de almacenamiento remoto.

Configuracion de la autenticacion ssh no interactiva entre dos servidores que
utilizan pares de clave de RSA, una clave privada y una clave publica. Copie la
primera clave publica que genere al servidor de destino como authorized_keys.
Al configurar varias instancias de autenticacion no interactiva al mismo servidor
de informes de destino, debe copiar las claves publicas adicionales a los
nombres de archivo Unicos para evitar sobrescribir el archivo original
authorized_keys. A continuacion, concatene estos nombres de archivo a
authorized_keys. Por ejemplo, deberia anexar authorized _keys ELM-C2y
authorized_keys ELM-C3 al archivo authorized_keys desde ELM-C1.
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Ejemplo: Configuracion de la autenticacion no interactiva para concentradory

periferia

La existencia de la autenticacion no interactiva entre dos servidores es un
requisito previo para el archivado automatico desde el servidor de origen al de
destino. Un escenario comun para la configuracién de la autenticacién no
interactiva consiste en un escenario en el cual los diversos servidores de origen
especificos para la recopilacion disponen de un servidor de destino comun
dedicado a la generacion de informes/gestion. Este ejemplo comprende una
federacién mediana de CA Enterprise Log Manager con un servidor de
informes/gestidn (periferia), cuatro servidores de recopilacion (concentrador) y
un servidor de almacenamiento remoto. Los nombres para los servidores en
cada rol de servidor son los siguientes:

m  Servidor de informes/gestidén de CA Enterprise Log Manager: ELM-RPT

m  Servidores de recopilacién de CA Enterprise Log Manager: ELM-C1, ELM-C2,
ELM-C3, ELM-C4

m  Servidor de almacenamiento remoto: RSS.

Los procedimientos para activar la autenticacién no interactiva de la federacion
de CA Enterprise Log Manager son los siguientes:

1. Desde el primer servidor de recopilacion, genere un par de claves de RSA
como caelmservice y copie la clave publica como authorized_keys al
directorio /tmp en el servidor de informes de destino.

2. Desde cada servidor de recopilacion adicional, si hay alguno, genere un par
de claves de RSA y copie la clave publica como authorized_keys_n, donde n
Unicamente identifica el origen.

3. Desde el servidor de informes del directorio /tmp, concatene el contenido
de estos archivos de clave publica al archivo original authorized_keys. Cree
un directorio .ssh y cambie la propiedad del directorio a caelmservice,
mueva authorized_keys al directorio .ssh, y establezca la propiedad del
archivo clave y los permisos necesarios.

4. Verifique que exista la autenticacién no interactiva entre cada servidor de
recopilacién y el servidor de informes.

5. Desde el servidor de almacenamiento remoto, cree una estructura de
directorios para el directorio .ssh, en el cual el valor predeterminado es
/opt/CA/LogManager. Cree un directorio .ssh en el destino, cambie la
propiedad a caelmservice.

6. Desde el servidor de informes, genere un par de claves de RSA como
caelmservice y copie la clave publica como authorized_keys al directorio
/tmp en el servidor de almacenamiento remoto de destino.
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7.

Desde el servidor de almacenamiento remoto, mueva authorized_keys de
/tmp al directorio .ssh y configure la propiedad del archivo clave a
caelmservice con los permisos necesarios.

Verifique que exista la autenticacidon no interactiva entre el servidor de
informes y el servidor de almacenamiento remoto.

Configuracion de las claves para el primer par de informes de recopilacion

Configurar la autenticacidn no interactiva para una arquitectura de periferiay
concentrador empieza con la generacion de un par de claves publicas/privadas
de RSA en un servidor de recopilacién y la copia de la clave publica al servidor
de informes. Copie el archivo de clave publica con el nombre authorized_keys.
Suponga que esta clave es la primera clave publica copiada al servidor de
informes especificado.

Para denerar un par de claves en el primer servidor de recopilacion, copie la
clave puiblica en el servidor de informes.

1.
2.

Inicie sesién en ELM-C1 a través de ssh como usuario caelmadmin.
Cambie los usuarios a root.

Ssu —

Cambie los usuarios a la cuenta de caelmservice.

su — caelmservice

Genere el par de claves RSA utilizando el siguiente comando:
ssh-keygen —t rsa

Pulse Intro para aceptar los valores predeterminados cuando aparezcan las
siguientes solicitudes:

m Introduzca el archivo donde se guardard la clave
(/opt/CA/LogManager/.ssh/id_rsa):

m Introduzca la frase de contrasefa (queda vacio si no se utiliza frase de
contrasefa):

m Introduzca de nuevo la misma frase de contrasefia:

Cambie los directorios a /opt/CA/LogManager.

Cambie los permisos del directorio .ssh utilizando el siguiente comando.
chmod 755 .ssh

Vaya a .ssh, donde se guardara la clave id_rsa.pub.

cd .ssh
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Copie el archivo id_rsa.pub en ELM-RPT, el servidor de CA Enterprise Log
Manager de destino, mediante el comando siguiente:

scp id rsa.pub caelmadmin@ELM-RPT:/tmp/authorized keys

Asi se creara el archivo authorized_keys en el servidor de informes con el
contenido de la clave publica.

Configuracion de las claves para los pares de informes de recopilacion adicionales

El segundo paso de la configuracion de la autenticacidon no interactiva para una
arquitectura de concentrador y periferia consiste en la generacion de un par de
claves de RSA en cada servidor de recopilacion adicional. También puede
copiarse al directorio /tmp del servidor de generacion de informes comin como
authorized_keys_n, en el cual n sdélo se refiere al servidor de recopilacién de
origen.

Para dgenerar un par de claves de RSA en servidores de recopilacién adicionales
y copiar la clave piblica a un servidor de deneracion de informes comin.

1.

Inicie sesién en el segundo servidor de recopilacién ELM-C2 a través de ssh
como caelmadmin.

Cambie los usuarios a root.
Cambie los usuarios a la cuenta de caelmservice.

su — caelmservice

Genere el par de claves RSA utilizando el siguiente comando:
ssh-keygen —t rsa

Pulse Intro para aceptar los valores predeterminados cuando aparezcan las
siguientes solicitudes:

m Introduzca el archivo donde se guardard la clave
(/opt/CA/LogManager/.ssh/id_rsa):

m Introduzca la frase de contrasefa (queda vacio si no se utiliza frase de
contrasefa):

m Introduzca de nuevo la misma frase de contrasefia:

Cambie los directorios a /opt/CA/LogManager.

Cambie los permisos del directorio .ssh utilizando el siguiente comando.
chmod 755 .ssh

Vaya a .ssh, donde se guardara la clave id_rsa.pub.
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10.
11.
12.

13.

Copie el archivo id_rsa.pub en ELM-RPT, el servidor de CA Enterprise Log
Manager de destino, mediante el comando siguiente:

scp id rsa.pub caelmadmin@ELM-RPT:/tmp/authorized keys ELM-C2

Asi se creara el archivo authorized_keys_ELM-C2 en el servidor de informes
con el contenido de la clave publica.

Escriba Si seguido de la contrasefia caelmadmin de ELM-RPT
Escriba Salir.

Repita los pasos 1-11 de este procedimiento en los servidores de
recopilaciéon ELM-C3. Para el paso 9, especifique los siguientes valores:

scp id rsa.pub caelmadmin@ELM-RPT:/tmp/authorized keys ELM-C3

Repita los pasos 1-11 de este procedimiento en los servidores de
recopilacién ELM-C4. Para el paso 9, especifique los siguientes valores:

scp id rsa.pub caelmadmin@ELM-RPT:/tmp/authorized keys ELM-C4

Creacion de un 0Onico archivo de clave pablica en el servidor de informes y configuracion de la

propiedad de archivo

En el proceso que hemos seguido en este escenario, hasta este momento, se
han generado pares de clave en cada servidor de recopilacién y se ha copiado la
parte de clave publica en el servidor de informes, asi como los siguientes
archivos:

authorized_keys

authorized_keys_ELM-C2
authorized_keys_ELM-C3
authorized_keys_ELM-C4

El paso 3 es concatenar estos archivos, mover el archivo de clave publica de RSA
resultante al directorio correcto y configurar en caelmservice la propiedad de
directorio y archivo.

Para crear el archivo de clave piblica combinado en el directorio correcto del
servidor de informes y establecer la propiedad del archivo

1.

2.

Inicie sesién en el servidor de informes de CA Enterprise Log Manager a
través de ssh como usuario caelmadmin.

Cambie los usuarios a root.
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10.

11.

Modifique los directorios de la carpeta de CA Enterprise Log Manager:

cd /opt/CA/LogManager

Cree la carpeta .shh:

mkdir .ssh

Cambie la propiedad de la nueva carpeta al grupo y al usuario caelmservice:
chown caelmservice:caelmservice .ssh

Modifique los directorios a /tmp

Agregue el contenido de las claves publicas desde los servidores de
recopilaciéon ELM-C2, ELM-C3, and ELM-C4 al archivo authorized_keys que
contiene la clave publica desde ELM-C1.

cat authorized keys ELM-C2 >> authorized keys
cat authorized keys ELM-C3 >> authorized keys
cat authorized keys ELM-C4 >> authorized keys
Cambie los directorios a /opt/CA/LogManager/.ssh

Copie el archivo authorized_keys desde la carpeta /tmp a la carpeta actual,
.ssh:

cp /tmp/authorized keys .

Cambie la propiedad del archivo authorized_keys en la cuenta caelmservice:
chown caelmservice:caelmservice authorized keys

Cambie los permisos del archivo:

chmod 755 authorized keys

755 medios leen y ejecutan el acceso para todos y el acceso de lectura,
ejecucion y escritura para el propietario del archivo

De esta forma, se completa la configuracidn de la autenticacién que no requiere
contrasefias entre los servidores de recopilacion y el servidor de informes.
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Como validar la autenticacion no interactiva entre servidores de informes y de recopilacion.

Puede validar la configuraciéon de una autenticacidn no interactiva entre los
servidores de origen y de destino de ambas fases de la autoarchivacién.
Para validar la configuracion entre los servidores de recopilacion y de informes

1. Inicie sesidn en el servidor de recopilacién ELM-C1 a través de ssh como
caelmadmin.

2. Cambie los usuarios a root.

3. Cambie los usuarios a la cuenta de caelmservice.
su — caelmservice

4. Introduzca el siguiente comando:
ssh caelmservice@ELM-RPT

Iniciar sesidn en ELM-RPT sin la introduccion de una frase de contrasefia
confirma la autenticacién no interactiva entre ELM-C1 y ELM-RPT.

5. Inicie sesién en ELM-C2 y repita.
6. Inicie sesién en ELM-C3 y repita.
7. Inicie sesién en ELM-C4 y repita.

Creacion de una estructura de directorios con propiedades en el servidor de almacenamiento
remoto

El procedimiento siguiente da por hecho que el servidor de almacenamiento
remoto no es un servidor de CA Enterprise Log Manager y que se necesita crear
usuarios nuevos, un grupo y una estructura de directorios que imite la del
servidor de CA Enterprise Log Manager. Puesto que se utiliza la cuenta
caelmadmin que se cred para comunicarse con el servidor de informes, debe
ejecutarse este procedimiento antes de enviar la clave del servidor de informes.

Para crear una estructura de archivo y configurar propiedades de archivo en el
servidor de almacenamiento remoto

1. Inicie sesidon en el servidor de almacenamiento remoto, RSS, mediante ssh
como root.

2. Cree un nuevo usuario denominado caelmadmin.

3. Cree un grupo denominado caelmservice y, a continuacién, cree un nuevo
usuario denominado caelmservice.
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4. Cree el directorio que se utilizard como Ubicaciéon remota, cuyo valor
predeterminado es /opt/CA/LogManager.

Nota: Para utilizar un directorio diferente, debe asegurarse de especificar el
directorio, siempre que configure Ubicaciéon remota para el archivado
automatico.

5. Modifique el directorio principal para caelmservice en /opt/CA/LogManager
o el directorio Ubicacion remota planificado. El ejemplo siguiente contiene
el directorio predeterminado:

usermod -d /opt/CA/LogManager caelmservice

6. Configure los permisos de archivo para caelmservice. El ejemplo siguiente
contiene el directorio Ubicaciéon remota predeterminado:

chown -R caelmservice:caelmservice /opt/CA/LogManager

7. Modifique los directorios en /opt/CA/LogManager o la alternativa a
Ubicacion remota.

8. Cree la carpeta .shh.
9. Cambie la propiedad de la carpeta .ssh al grupo y al usuario caelmservice:
chown caelmservice:caelmservice .ssh

10. Cierre la sesidn del servidor de almacenamiento remoto.
Confidgure las claves para el par de almacenamiento remoto de informes

Después de la configuracidn y de la validacidon de la autenticacion no interactiva
desde cada servidor de recopilacidn al servidor de informes, configure y valide
la autenticacidn no interactiva desde el servidor de informes al servidor de
almacenamiento remoto.

Para el escenario de ejemplo, la configuracién empieza con la generacidn de un
par nuevo de claves de RSA en el servidor de informes, ELM-RPT, y con la copia
de la clave publica como authorized_keys al directorio /tmp del servidor de
almacenamiento remoto, RSS.

Para dgenerar un par de claves de RSA en el servidor de informes y copiarlo en el
servidor de almacenamiento remoto

1. Inicie sesion en el servidor de informes como caelmadmin.

2. Cambie los usuarios a root.

Capitulo 5: Configuracion de servicios 175



Configuracion del almacenamiento del registro de eventos

3. Cambie los usuarios a la cuenta de caelmservice.
su — caelmservice

4. Genere el par de claves RSA utilizando el siguiente comando:
ssh-keygen —t rsa

5. Pulse Intro para aceptar los valores predeterminados cuando aparezcan las
siguientes solicitudes:

m Introduzca el archivo donde se guardard la clave
(/opt/CA/LogManager/.ssh/id_rsa):

m Introduzca la frase de contrasefia (queda vacio si no se utiliza frase de
contrasefia):

m Introduzca de nuevo la misma frase de contrasefa:

6. Cambie los directorios a /opt/CA/LogManager.

7. Cambie los permisos del directorio .ssh utilizando el siguiente comando.
chmod 755 .ssh

8. Desplacese a la carpeta .ssh.

9. Copie el archivo id_rsa.pub en RSS, el servidor de almacenamiento remoto
de destino, mediante el comando siguiente:

scp id rsa.pub caelmadmin@RSS:/tmp/authorized keys

Automaticamente se creara el archivo authorized_keys en el directorio /tmp
en el servidor de almacenamiento remoto con el contenido de la clave
publica.

Configuracion de propiedad de archivo clave en el servidor de almacenamiento remoto

Se puede configurar la propiedad y los permisos de archivo clave en un servidor
de almacenamiento remoto, después de la generacidn de un par de claves en el
servidor de informes. Previamente, también debe hacerse una copia de la clave
publica en el servidor de almacenamiento remoto.

Para mover el archivo de clave piblica a la ubicacion correcta del servidor de
almacenamiento remoto y como establecer la propiedad del archivo

1. Inicie sesidon en el servidor de almacenamiento remoto como caelmadmin.

2. Cambie los usuarios a root.
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3. Modifique los directorios a /opt/CA/LogManager/.ssh.

4. Copie el archivo authorized_keys desde el directorio /tmp al directorio
actual .ssh:

cp /tmp/authorized keys .

5. Cambie la propiedad del archivo authorized_keys con el siguiente comando:
chown caelmservice:caelmservice authorized keys

6. Cambie los permisos en el archivo authorized_keys:
chmod 755 authorized keys

La autenticacion no interactiva esta ahora configurada entre un servidor de
informes de CA Enterprise Log Manager y el host remoto utilizado para el
almacenamiento.

Como validar la autenticacion no interactiva entre los servidores de informes y de
almacenamiento

Verifique la correcta configuracidn de la autenticacidn no interactiva entre el
servidor de informes y el servidor de almacenamiento remoto. Para el escenario
de ejemplo, el servidor de almacenamiento remoto se denominard RSS.

Para validar la autenticacion no interactiva entre el servidor de informes de CA
Enterprise Log Managder y el servidor de almacenamiento

1. Inicie sesidn en el servidor de informes como root.
2. Modifique los usuarios a caelmservice.

su — caelmservice
3. Introduzca el siguiente comando:

ssh caelmservice@RSS

De esta manera iniciara sesion en el servidor de almacenamiento remoto sin
introducir una frase de contrasena.
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Ejemplo: Configuracion de una autenticacién no interactiva en tres servidores

El escenario mas sencillo para la configuracion de la autenticacion no
interactiva, un requisito previo para el archivado automatico, consiste en uno de
los dos servidores de CA Enterprise Log Manager, un servidor de recopilaciény
un servidor de informes/de gestidn y un sistema de almacenamiento remoto en
un servidor de UNIX o de Linux. En este ejemplo se detalla que tres servidores
estan preparados para el archivado automatico. Estos son:

m  NY-Recopilacién-ELM
m  NY-Informes-ELM

m  NY-Almacenamiento-Svr

Los procedimientos para la activacion de la autenticacion no interactiva son los
siguientes:

1. Desde NY-Recopilacion-ELM, se generara el par de claves de RSA como
caelmservice y se copiara la clave publica de este par como authorized_keys
al directorio /tmp en NY-Informes-ELM.

2. Cree un directorio de .ssh en NY-Informes-ELM, cambie |la propiedad a
caelmservice, mueva authorized_keys del directorio /tmp al directorio de
.ssh y configure el archivo clave de propiedad a caelmservice con los
permisos necesarios.

3. Compruebe la autenticacion no interactiva desde NY-Recopilacion-ELM a
NY-Informes-ELM.

4. Desde NY-Informes-ELM, se generard otro par de claves de RSA como
caelmservice y se copiara la clave publica como authorized_keys al
directorio /tmp de NY-Almacenamiento-Svr.

5. Desde NY-Almacenamiento-Svr, se creara la estructura de directorios
/opt/CA/LogManager. A partir de esta ruta, cree un directorio de .ssh,
cambie la propiedad a caelmservice, mueva authorized_keys al directorio y
configure la propiedad de archivo clave a caelmservice con los permisos
necesarios.

6. Compruebe la autenticacién no interactiva desde NY-Informes-ELM a NY-
Almacenamiento-Svr.

Los detalles para estos pasos son similares a los del escenario de concentradory
periferia. Para un escenario de tres servidores, omita el paso 2 en pares de
informes de recopilacién adicionales y omita las instrucciones del paso 3 acerca
de la concatenacidn de archivos a authorized_keys.
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Ejemplo: Almacenamiento automatico en tres servidores

Al emplear la arquitectura de recopilacidn-informes, debe configurar el
almacenamiento automatico del servidor de recopilacion en un servidor de
informes. Esta configuracién automatiza el traslado de una base de datos tibia
de datos de registro de eventos refinados al servidor de informes, donde podrd
realizar informes de ella. Es conveniente programar el almacenamiento
automatico cada hora, en lugar de cada dia, para evitar destinar una gran
cantidad de tiempo al dia a la realizacién de grandes transferencias de datos.
Seleccione una programacion basada en la carga que tenga y en si prefiere
unificar el procesamiento o extenderlo a lo largo del dia. Cuando se copian
bases de datos mediante el almacenamiento automatico de un servidor de
recopilacion al servidor de informes correspondiente, dichas bases de datos se
eliminan del servidor de recopilacion.

Después de identificar un servidor local con una gran cantidad de espacio de
almacenamiento, puede configurar el almacenamiento automatico desde el
servidor de informes a este servidor de almacenamiento remoto. Cuando las
bases de datos se copian mediante almacenamiento automatico de un servidor
de informes a un servidor de almacenamiento remoto, dichas bases de datos
permanecen inalteradas en el servidor de informes hasta que se alcance la fecha
configurada en Nimero maximo de dias de archivado. En ese momento, se
eliminan. La ventaja de esta fase de almacenamiento automatico es la
proteccion de las bases de datos frente a pérdidas por no trasladarlas de forma
manual a una ubicacidn de almacenamiento a largo plazo antes de la
eliminacion automatica.

Nota: Antes de configurar un servidor remoto para recibir bases de datos
almacenadas automaticamente, debe establecer una estructura de directorios
en este servidor de destino igual a la del servidor de CA Enterprise Log Manager
de origen y asignar varios permisos y pertenencias para la autenticacion. Para
obtener detalles, consulte el apartado de configuracién de autenticaciones no
interactivas en la Guia de implementacion. Asegurese de seguir las instrucciones
descritas en el apartado de establecimiento de la propiedad del archivo clave en
un host remoto.
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En este caso de ejemplo, asumiremos que el usuario es un administrador de CA
Enterprise Log Manager en un centro de datos de Nueva York con una red de
servidores de CA Enterprise Log Manager, cada uno de los cuales tiene una
funcién dedicada, y con un servidor remoto con una gran capacidad de
almacenamiento. A continuacidn, se indican los nombres de los servidores
empleados en el almacenamiento automatico:

m  NY-Recopilacién-ELM

m  NY-Informes-ELM

= NY-Almacenamiento-Svr

Nota: En este ejemplo, se supone la existencia de un servidor de gestién
dedicado a la gestidn del sistema de servidores de CA Enterprise Log Manager.

Este servidor no se muestra aqui porque no desempena un papel directo en el
almacenamiento automatico.

NY-Recopilacidn-ELM MY- Infarmes-ELM MY-Almacenamiento-Servidor
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Para configurar el almacenamiento automatico desde un servidor de
recopilacion a un servidor de informes y, a continuacién, desde el servidor de

informes a un servidor de almacenamiento remoto, utilice el ejemplo siguiente
como guia:

1. Seleccione la ficha Administracion y la subficha Recopilacién de registros.

2. Expanda la carpeta Almacenamiento de registro de eventos y seleccione un

servidor de recopilacién.

Lista de servicios

Mostrar servicios por: |*) Servicio |/ Host

h N
EER)
w Corfiguracion global
T@Almacén de registro de eventos
[ rv-collection-ELM

f@ rv-Reporting-ELM
b@Servidor de informes

b‘@Mc’ndulo de suscripcon

3. Especifique una frecuencia de almacenamiento automatico horaria y
designe como destino el servidor de informes. Introduzca las credenciales
de un usuario de CA Enterprise Log Manager con funcion Administrator. Si
tiene politicas personalizadas, debe ser un usuario con derechos de edicién

del recurso de la base de datos para poder eliminar la base de datos
almacenada.

Auto Archive

¥ Activado Tipo de copia de seguridad: | Incremental | v
Frecuencia: | Hourly |+ Hora de inicio {reloj de z4 horas): o 2
| Eehmesli )

E
Usuario de EEM:  sdministratorl Contrasefia de EEM: otk

Servidor remoto: MY-Reporting-ELM Usuario remoto:  caclmservice

Ubicacién remota:  /opt/Ca/LogManager [¥] servidor de ELM remoto

4. Seleccione el servidor de informes en la lista de servicios.

Lista de servicios

Mostrar servicios por: (*) Servicio |/ Host

& ®
ﬂ Configuracidn global
‘l’@ﬁlmacén de registra de eventos
ﬁ My-Collection-ELM
(@ HY-Reparting-ELM
h@Seruidor de informes
h@Mc’-dulo de suscripcion
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5. Especifique una frecuencia de almacenamiento automatico diaria en la que
el destino sea un servidor remoto empleado para el almacenamiento.
Introduzca las credenciales de una cuenta de usuario con funcion
Administrator. También puede crear una politica de acceso a CALM con
accion de edicion en el recurso de la base de datos y asignar un usuario
como identidad. Introduzca aqui las credenciales de dicho usuario con pocos

privilegios.
Auto Archive
¥ Activado Tipo de copia de seguridad: | Incremental |«
Frecuencia: | Daily v Hora de inicio {reloj de 24 horas): 1 =

=J
Usuario de EEM:  administratorl Contrasefia de EEM:  ###xh+

Servidor remoto:  y-Storage-Svr Usuario remoto:  caelmservice

Ubicacién remota:  /opt/CA/LogManager [ servidor de ELM remoto

Los numeros del diagrama siguiente muestran dos configuraciones de
almacenamiento automatico: una del servidor de recopilacién al servidor de
informes, y otra del servidor de informes a un servidor remoto de la red.

NY-Recopilacién-ELM MY-Informes-ELM NY-almacenamiente-Servidor
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Tras dicha confirmacién, ese procesamiento automatico funciona del modo
siguiente:

1.

NY-Recopilacién-ELM, el servidor de recopilacidn de CA Enterprise Log
Manager, recopila y refina eventos y los introduce en la base de datos
caliente. Cuando la base de datos caliente alcanza el numero configurado de
registros, la base de datos se comprime en forma de base de datos tibia.
Como el almacenamiento automatico se ha programado con una frecuencia
horaria, cada hora el sistema copia las bases de datos tibias y las traslada al
servidor NY-Informes-ELM, el servidor de informes de CA Enterprise Log
Manager. Las bases de datos tibias se eliminan de NY-Recopilacién-ELM
cuando se trasladan.

NY-Informes-ELM retiene las bases de datos que pueden recibir consultas
hasta que alcancen la antigliedad configurada en NUmero maximo de dias
de archivado, tras lo cual, las elimina. Como el almacenamiento automatico
se ha programado con una frecuencia diaria, cada dia el sistema copia las
bases de datos tibias y las traslada como bases de datos frias a NY-
Almacenamiento-Svr. Las bases de datos frias pueden permanecer en el
servidor de almacenamiento remoto durante un largo periodo de tiempo.

Desplace las bases de datos frias almacenadas en el servidor NY-
Almacenamiento-Svr de la red a una solucién de almacenamiento a largo
plazo exterior en la que puedan permanecer durante el nimero de afos
necesario.

El motivo del almacenamiento es que los registros de eventos estén
disponibles para su restauracion. Las bases de datos frias se pueden
restablecer si es necesario para investigar eventos antiguos que se han
registrado. El paso manual para desplazar bases de datos almacenadas del
servidor de almacenamiento interno a una ubicacién de almacenamiento a
largo plazo externa se ilustra en el diagrama siguiente.

NY-Almacenamiento-Senador

Almacenamienta a larga
plazo en ubicacion extama

Capitulo 5: Configuracion de servicios 183



Configuracion del almacenamiento del registro de eventos

4. Supongamos que se produce una situacidon que hace necesario examinar
registros que tienen copia de seguridad y se han trasladado a una ubicacién
exterior. Para identificar el nombre de la base de datos almacenada que se
va a restaurar, busque el catdlogo de archivos local en NY-Informes-ELM.
(Haga clic en la ficha Administracién, seleccione Consulta de catalogo de
archivos en el explorador de recopilacién de registros y haga clic en
Consulta.)

5. Recupere la base de datos almacenada identificada del almacenamiento
externo. Vuelva a copiarla en el directorio
/opt/CA/LogManager/data/archive del servidor NY-Almacenamiento-Svr. A
continuaciéon, modifique la pertenencia del directorio de archivos al usuario
caelmservice.

6. Restaure la base de datos en el servidor de informes original o en un punto
de restauracién dedicado para investigar los registros de las bases de datos
restauradas del modo siguiente:

m Silarestaura en NY-Informes-ELM, ejecute el script restore-ca-elm.sh
desde NY-Informes-ELM y especifique NY-Almacenamiento-Svr como
host remoto.

m Silarestaura en NY-PuntoRestauracion-ELM, ejecute el script restore-
ca-elm.sh desde NY-PuntoRestauracidn-ELM y especifique NY-
Almacenamiento-Svr como host remoto.

My dnformes-ELM Ny-Almacenamiento-Servidor WY-Funbto de resiawracion-ELM

L]
L]
L]
;
¥
L

Y
r

rria

Almacenamiento a largo plazo en ubicacion externa

Nota: Ahora, podra realizar consultas en los datos restaurados.
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Mas informacion:

Acerca de |la autoarchivacién (en la pagina 166)

Acerca de los archivos de almacenamiento (en la pagina 165)

Configuracion del almacenamiento del registro de eventos en el entorno basico
(en la pagina 185)

Eiemplo: Mapa de federacidn para una gran empresa (en la pagina 40)

Configuracion del almacenamiento del registro de eventos en el entorno basico

En un entorno con servidores de CA Enterprise Log Manager independientes
gue tienen funciones de servidor de recopilacion y servidor de informes, debe
configurar los almacenamientos de registros de eventos de forma individual
como configuraciones locales. Si también decide que el servidor de informes
gestione el trafico de conmutacion por error, es posible que desee establecer un
valor mayor para el campo Numero maximo de filas que el que se muestra en la
tabla. Si utiliza el servidor de gestién como servidor de informes, tenga en
cuenta que el servidor de gestidon genera alguna informacidn de eventos como
eventos autocontrolados.

Nota: Debe configurar cada par de servidores que participan en la
autoarchivacidn para que la autenticacién no interactiva de la configuracion de
autoarchivacidon funcione correctamente.

La siguiente tabla es un ejemplo. El servidor de recopilacién de CA Enterprise
Log Manager se denomina CollSrvr-1. El servidor de informes de CA Enterprise
Log Manager se denomina RptSrvr-1. En este ejemplo, existe un servidor de
almacenamiento remoto denominado RemoteStore-1 para almacenar archivos
de bases de datos frios, y esos archivos frios se ubican en el directorio /CA-
ELM_cold_storage.

Almacenamiento de registro de Servidor de recopilacion Valores del servidor de
eventos valores informes
campo

Maximo de filas 2000000 (predeterminado) No aplicable a la

autoarchivacién

Maximo de dias de archivo 1 (no aplicable a la 30 (aplicable a la
autoarchivacion) autoarchivacion cuando ésta no

estd configurada)

Archivar espacio en disco 10 10
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Almacenamiento de registro de

Servidor de recopilacion

Valores del servidor de

eventos valores informes
campo

Exportar politica 24 72

Puerto de servicio seguro 17001 17001
Opciones de autoarchivacion

Activado Si Si

Tipo de copia de seguridad Incremental Incremental
Frecuencia Cada hora Diario

Hora de inicio 0 23

Usuario de EEM

<CA Enterprise Log
Manager_Administrator>

<CA Enterprise Log
Manager_Administrator>

Contrasefna de EEM

<contraseia>

<contrasena>

Servidor remoto

RptSrvr-1

RemoteStore-1

Usuario remoto

caelmservice

user_X

Ubicaciéon remota

/opt/CA/LogManager

/CA-ELM_cold_storage

Servidor remoto de CA-ELM

Si

No

Las opciones de autoarchivacién de este ejemplo mueven archivos de

almacenamiento (archivos de bases de datos tibias) del servidor de recopilacion

al servidor de informes cada hora. De esta forma, hay espacio disponible en
disco para los eventos entrantes. Ambos servidores utilizan un copia de

seguridad incremental para evitar mover grandes volimenes de datos en
cualguier momento. Después de mover la base de datos tibia al servidor de
informes, ésta se elimina automaticamente del servidor de recopilacion.
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Nota: El valor 0 para la hora de inicio no tiene ninguna repercusién cuando la
frecuencia de la copia de seguridad se establece cada hora.

Para el usuario de EEM y para la contrasena de EEM, usted especifica las
credenciales de un usuario de CA Enterprise Log Manager asignando la funcién
predefinida de administrador o una funcién personalizada asociada a una
politica personalizada que permite realizar la accidn de edicién en el recurso de
la base de datos.

En el servidor de informes, especifique /opt/CA/LogManager para la ubicacion
remota y caelmservice como usuario remoto si se realiza la autoarchivacion
desde el servidor de informes al servidor de almacenamiento remoto. Esta ruta
y este usuario los crea cuando configura la autenticacidon no interactiva entre
estos servidores.

Las opciones de autoarchivacién de este ejemplo mueven diariamente los
archivos de almacenamiento del servidor de informes al servidor de
almacenamiento remoto a partir de las 11:00 p. m. Cuando una base de datos
se mueve al almacenamiento en frio del servidor remoto, ésta se retiene en el
servidor de informes durante el nimero maximo de dias de archivado.

Si la autoarchivacion no esta activada, las bases de datos tibias se retienen en
funcidon de los umbrales configurados para el nUmero maximo de dias y para el
espacio en disco, lo que ocurra primero. Las bases de datos archivadas se
retendrian en el servidor de informes durante 30 dias antes de eliminarse a no
ser el espacio en disco esté por debajo del 10%. En ese caso, el servidor de
informes generard un evento autocontrolado y eliminara las bases de datos mas
antiguas hasta que el espacio en disco esté por encima del 10%. Puede crear
una alerta para que se le notifique por correo electrénico o por fuente RSS
cuando esto se produzca.

Cuando se restaura una base de datos desde un servidor de almacenamiento
remoto en el servidor de informes original, ésta se retiene durante tres dias (72
horas).

Si desea obtener mas informacién acerca de estos campos y de sus valores,
consulte la ayuda en linea.

Capitulo 5: Configuracion de servicios 187



Consideraciones sobre el servidor ODBC

Opciones de la configuracion del almacenamiento del registro de eventos

El cuadro de didlogo de la configuracidn del almacenamiento del registro de
eventos le permite definir opciones globales para todos los servidores de CA
Enterprise Log Manager. También puede hacer clic en la flecha que se encuentra
al lado de la entrada para expandir el nodo del almacenamiento del registro de
eventos. Esta accién muestra los servidores de CA Enterprise Log Manager
individuales de la red. Con sdélo hacer clic en los nombres de los servidores,
podra establecer las opciones de configuracion local especificas de cada
servidor, si lo desea.

Los usuarios que son administradores pueden configurar cualquier servidor de
CA Enterprise Log Manager a partir de otro servidor de CA Enterprise Log
Manager.

Para configurar las opciones del almacenamiento del registro de eventos

1. Inicie sesidn en el servidor de CA Enterprise Log Manager y seleccione la
ficha Administracion.

La subficha Recopilacién de registros se mostrard de forma predeterminada.
2. Haga clic en la subficha Servicios.
3. Seleccione la entrada Almacenamiento del registro de eventos.

Las opciones predeterminadas le proporcionan una configuracién inicial
adecuada para una red de tamafio medio con rendimiento moderado.

En la ayuda en linea, podra obtener mas informacion sobre cada uno de los
campos.

Nota: Las tablas Secundarios de la federacion y Autoarchivacion sélo
aparecen cuando muestra las opciones locales de un servidor de CA
Enterprise Log Manager individual.

Consideraciones sobre el servidor ODBC

El usuario puede instalar un cliente de ODBC o de JDBC para acceder al almacén
de registro de eventos de CA Enterprise Log Manager desde una aplicacion
externa, como Crystal Reports de SAP BusinessObjects.
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En la zona de configuracidn, se pueden llevar a cabo las tareas siguientes:

Activar o desactivar el acceso de ODBC y JDBC al almacén de registro de
eventos.

Establecer el puerto utilizado para comunicaciones entre el cliente de ODBC
0 JDBCYy el servidor de CA Enterprise Log Manager.

Especificar si las comunicaciones entre el cliente de ODBC o JDBCy el
servidor de CA Enterprise Log Manager estaran cifrados.

Las descripciones de los campos son las siguientes:

Activar servicio

Indica si los clientes de ODBC y JDBC pueden acceder a los datos en el
almacén de registro de eventos. Seleccione esta casilla de verificacién para
activar el acceso externo a los eventos. Anule la seleccidn de la casilla de
verificacion para desactivar el acceso externo.

Actualmente, el servicio de ODBC no es compatible con FIPS. Si pretende
ejecutarlo en el modo FIPS, elimine esta casilla de verificacién para prevenir
el acceso de ODBC y JDBC. Con ello se previene el acceso no compatible con
los datos del evento. Si pretende desactivar el servicio de ODBC y JDBC para
las operaciones en modo FIPS, asegurese de que configura este valor para
cada uno de los servidores en una federacion.

Puerto de escucha del servidor

Especifica el nimero de puerto utilizado por los servicios de ODBC o JDBC. El
valor predeterminado es 17002. El servidor de CA Enterprise Log Manager
rechaza los intentos de conexion cuando se especifica un valor diferente en
el origen de datos de Windows o en la cadena de la direccion URL de JDBC.

Cifrado (Capa de sockets seguros)

Indica si se debe utilizar cifrado para las comunicaciones entre el cliente de
ODBCYy el servidor de CA Enterprise Log Manager. El servidor de CA
Enterprise Log Manager rechaza los intentos de conexién cuando el valor
correspondiente del origen de datos de Windows o la direccién URL de JDBC
no coincide con este valor.

Tiempo de espera de sesion (minutos)

Especifica el nimero de minutos que se mantiene abierta una sesion
inactiva antes de que se cierre automaticamente.
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Nivel de registro

Define el tipo y el nivel de detalle incluidos en el archivo de registro. La lista
desplegable se ordena segun el detalle, donde la primera opcidn ofrece la
informacién menos detallada.

Aplicar a todos los registradores

Controla si la configuracion del nivel de registro anula todos los ajustes de
registro del archivo de propiedades de registro. Este ajuste sélo se aplica
cuando la configuracién del nivel de registro es inferior (muestra mas
detalles) a la configuracion predeterminada.

Consideraciones del servidor de informes

El servidor de informes controla la administracion de informes enviados de
manera automatica y su visualizacidon en formato PDF, asi como las alertas de
accion y la retencion de informes. En la zona de configuracion del servidor de
informes, puede llevar a cabo las tareas siguientes:

m  Crear listas definidas por el usuario:
Listas definidas por el usuario (valores clave)

Le permiten crear agrupaciones relevantes para emplearlas en los
informes, asi como controlar los periodos de tiempo a los que hacen
referencia.

m  Establecer el servidor de correo, el correo electrénico de administracion, asi
como la informacion del puerto SMTP y de autenticacion del informe en el
area de configuracidn de correo electrénico.

m  Controlar el nombre y el logotipo de la empresa, las fuentes y otros ajustes
de informes PDF en el area de configuracién del informe.

m  Establecer las alertas de acciones totales retenidas, asi como el niUmero de
dias que se mantendran en el drea de retencién de alertas:

Numero maximo de alertas de accion

Define el nUmero maximo de alertas de accidn que retiene el servidor
de informes para su revision.

Minimo: 50
Maximo: 1.000
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Retencion de alertas de accion

Define el numero de dias durante los que se retienen las alertas de
accion, hasta la cantidad maxima indicada.

Minimo: 1
Maximo: 30

Establecer la politica de retencién de cada tipo de repeticidon de informe
programado en el area de retencién de informes.

Establecer la frecuencia con que la utilidad de retencién busca informes
para eliminarlos de forma automatica en funcidn de dichas politicas. Por
ejemplo, si la utilidad de retencién de informes se ejecuta diariamente,
suprimira los informes diarios con una antigliedad superior a la maxima
especificada.

Establecer la configuracién del proceso de CA IT PAM

Establecer configuracién de trap de SNMP
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Diagrama de flujo de la implementacion de suscripcion

Si gestiona actualizaciones al dispositivo de CA Enterprise Log Manager, se
realizan las actualizaciones en agentes y conectores el contenido se actualiza
mediante la funcion Suscripcidn. El diagrama de flujo siguiente esta en relacidn
con la planificacién, la configuracién, la gestion de las actualizaciones en un
entorno sin conexién y la aplicacion de las actualizaciones a agentes y
conectores. En esta guia, también se mencionan la planificaciény la
configuracion.

Nota: Para obtener mas detalles acerca del uso de las actualizaciones a peticion,
la gestion de las actualizaciones en un entorno sin conexién y la aplicacion de las
actualizaciones a los agentes y conectores, consulte la Guia de administracion.

Planificacion y Planificar & rol de C;r;fﬁ:?rlézs Configurar otros
l:l:unﬁdg;.llr:mm suscripcidn para » paramealros de la = mﬂ:rﬁur:aciﬂn 3: Ia
SUSCApCion cada senador configuracion 5usgri cion local

pe global P
h J
Geslidn de las . Lilizar las
- Controlar las Gestionar la N
ag”ﬂlf:'nnas actualizacionas  |—» implameantaciin de |—s ::EJEI.EE:_IM'GEET:S
: programadas las comecciones 29
en lines necesidades
Gestidn da las Recuperar las Guardar las
actualizaciones actualizaciones _ | actualizaciones en
&M un entorno desde un sitic FTP un proxy sin
5in conexion proporcicnado Conexion
F
Aplicacidn de Determinar si las . .
las lizac) Aplicar las Aplicar las
actualizacionas | |, aclualizaciones »| actualizaciones en | actualizaciones en
incluyen agentes &
N agentes y integraciones agentes conectores
coneciones
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Configuracion de la suscripcion

El mddulo de suscripcidn es similar al de otros servicios en los que hay una
configuracion global y local.

El mddulo de suscripcidn es distinto a otros servicios por lo siguiente:

La configuracién global que requiere la seleccidén de servidores proxy
depende de la configuracidn realizada a nivel local. Usted define los
servidores proxy para las actualizaciones de contenido a nivel local pero la
lista disponible de servidores proxy no se genera hasta que estos servidores
estdn configurados. Configura los servidores que van a actuar como proxy a
nivel local, como proxy o proxy sin conexién.

Todos los servidores locales de CA Enterprise Log Manager no son similares
en cuanto a su configuracion. Los distintos servidores tienen funciones
diferentes. La funcidn del servidor establece los parametros que es
necesario configurar.

La configuracidn de suscripcion global varia en aplicabilidad de la siguiente
forma:

Las configuraciones que no se pueden sobrescribir a nivel local (sélo a nivel
global) se indican a continuacidn:

Proxy de suscripcion predeterminado

- URL de fuente RSS: utilizada por todos los proxy en linea

- Clave publica: utilizada por todos los proxy en linea
Importante: No actualice esta configuracidén manualmente.

- Limpiar actualizaciones antiguas a n dias: se aplica a todos los servidores
proxy (en linea y sin conexidn)

- Reiniciar automaticamente tras la actualizacion del SO: se aplica a todos
los clientes

Nota: Todos los CA Enterprise Log Manager son clientes, incluidos
aquéllos que son servidores proxy en linea o sin conexion.

- Servidores proxy de suscripcidn para actualizaciones de contenido
Configuraciones que sélo se pueden configurar a nivel local
- Proxy de suscripcion

- Proxy de suscripcion sin conexién
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Para aquellos pardmetros de la configuracion global que pueden sobrescribirse
a nivel local, la capacidad de sobrescritura dependera de si el servidor esta
definido como proxy en linea o como cliente. A continuacién, se muestran mas
detalles:

m  Configuraciones que se aplican a servidores proxy en linea que puede
sobrescribir

- Cinco configuraciones relacionadas con el proxy HTTP
- Médulos que se van a descargar

m  Configuracidn que se aplica a loa clientes de suscripcidon que pueden
sobrescribirse

- Servidores proxy de suscripcién para el cliente

Configuracion de los valores de la configuracion global de la suscripcion

Una vez instalados todos los servidores de CA Enterprise Log Manager, podra
configurar los valores de la configuracidon global de la suscripcién.

Piense en configurar los ajustes de los servidores que vaya a asignar como
servidores proxy de suscripcion (en linea o sin conexidn) antes de configurar los
valores de la configuracién global de la suscripcién. Esta configuracién genera
las listas globales disponibles de servidores proxy para los clientes y de
servidores proxy para las actualizaciones de contenido.

Para confiqurar los valores de la configuracion global de la suscripcion

1. Haga clic en la ficha Administracion, haga clic en Servicios, haga clic en el
maodulo de suscripcidn y examine los ajustes de Configuracion global de
servicios: modulo de suscripcidn en el panel derecho.

2. Acepte o cambie la configuracién del proxy de suscripcion predeterminado.
Normalmente, el proxy de suscripcion predeterminado es el servidor de CA
Enterprise Log Manager que se instala primero y también puede ser el
servidor de gestidn de CA Enterprise Log Manager. Cada cliente de
suscripcion en linea en el que no se ha configurado ninguna lista de
servidores proxy de suscripcidon contactara con este servidor. Sin embargo,
si existe una lista de servidores proxy de suscripcion, pero se agota cuando
se realizan busquedas, el cliente obtendra actualizaciones desde el servidor
proxy predeterminado.

Nota: Esta configuracidn no se puede sobrescribir a nivel local. Lo que aqui
se especifica se aplica a todos los servidores de CA Enterprise Log Manager
gue utilizan el mismo servidor de gestion de CA Enterprise Log Manager.
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Defina la programacién para que el servidor proxy predeterminado y los
servidores proxy en linea contacte con el servidor de suscripcion de CA para
descargar actualizaciones. Los clientes se ponen en contacto con los proxies
una vez que han descargado la actualizacion del servidor de suscripcién de
CA.

a. Especifique la frecuencia en horas con la que el servidor proxy
predeterminado va a contactar con el servidor de suscripcidn de CA en
busca de actualizaciones en el campo Frecuencia de la actualizacién.

b. Utilice las siguientes directrices para configurar la hora de inicio de Ia
actualizacion.

m Siespecifica un valor inferior a 24 en Frecuencia de actualizacion, no
realice ninguna seleccién con el control de hora de inicio de la
actualizacion. Las actualizaciones de suscripcién comenzaran
cuando se inicie iGateway.

m Siespecifica un valor igual o superior a 24 en Frecuencia de
actualizacion, especifique la hora en un reloj de 24 horas a la que
desee que se inicie la actualizacion.

Acepte la URL de fuente RSS preconfigurada, que se vincula con el servidor
de suscripcién de CA. Esta URL permite la generacién de los médulos para
descargar disponibles.

Acepte la clave publica que se muestre o seleccione la versidn correcta.
Dado que todos los servidores proxy de suscripcion utilizan esta clave, no se
puede modificar a nivel local.

Importante: No modifique estos valores a no ser que lo haga bajo la
supervisiéon del soporte técnico. Cuando se requiere cambiar una clave de
una determinada descarga, este campo se actualizard automaticamente
antes de que comience la descarga.

Especifique un valor en dias o acepte el valor predeterminado 30; éste es el
tiempo que las actualizaciones descargadas se retendrdn en el sistema.
Conceda suficiente tiempo para copiar el directorio de descarga desde el
proxy de suscripcion de origen a todos los servidores proxy de suscripcion
sin conexidn y para que todos los clientes descarguen e instalen todas las
actualizaciones.

Nota: La configuracién de actualizaciones de limpieza se aplica a todos los
servidores proxy de suscripcion y a todos lo servidores proxy sin conexiény
no se puede modificar a nivel local.
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7. Tenga en cuenta las siguientes indicaciones a la hora de configurar Reiniciar
automaticamente tras la actualizacién del SO, que se aplican a todos los
servidores de CA Enterprise Log Manager cuando se descarga y se instala un
sistema operativo:

m Acepte el valor predeterminado No para que el servidor de CA
Enterprise Log Manager no se reinicie automaticamente si las
actualizaciones binarias incluyen la instalacién de parches en el sistema
operativo que requieren reiniciar el servidor para finalizar la
actualizacion. Cuando selecciona No, los usuarios seran notificados con
un evento que les indicard que reinicien el sistema manualmente.

m Seleccione Si para que el servidor de CA Enterprise Log Manager se
apague automaticamente y se reinicie después de la instalacién de cada
parche del sistema operativo (cuando el parche requiera que se reinicie
el sistema para poder completar la instalacion).

8. En Moddulos para descargar, seleccione aquellos mdédulos que se apliquen a
su entorno operativo. Por ejemplo, si no cuenta con servidores de CA
Enterprise Log Manager que ejecuten una determinada aplicacion o un
determinado sistema operativo, no seleccionara el correspondiente médulo
de descarga.

Nota: La lista disponible se genera en el ciclo de actualizacién después de
introducir una URL de fuente RSS valida. Esto viene determinado por la hora
de inicio de actualizaciéon especificada y por la frecuencia de actualizacién
especificada. Si la URL de fuente RSS estd establecida y no se han generado
los médulos para descargar, compruebe que la URL es valida. Si la red estd
protegida por cortafuegos, compruebe que el ajuste Proxy HTTP esté
activado y que los ajustes asociados con el proxy de suscripcion en linea
sean correctos.

9. Enlalista de proxies de suscripcién disponibles para clientes, seleccione uno
0 mas proxies con los que van a contactar los clientes en una operacién por
turnos rotativos para obtener las actualizaciones del sistema operativo y del
software de CA Enterprise Log Manager. En una empresa grande, este
ajuste se modificaria a nivel local. Baraje la opcién de proporcionar la lista
gue utilizardn la mayor parte de clientes o de proporcionar una "superlista"
gue incluye los servidores proxy que se pueden seleccionar en las
configuraciones locales.

Nota: Esta configuracién también se puede utilizar para crear una
arquitectura de servidores proxy por niveles, donde un proxy de suscripcion
contacta con los servidores proxy de suscripcidn seleccionados para que las
actualizaciones pasen a los clientes, en lugar de contactar con el servidor de
suscripcion de CA directamente.
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10. En los proxies de suscripcidn para las actualizaciones de contenido
disponibles, seleccione el proxy que va a enviar actualizaciones no binarias
al almacén de usuarios de CA Enterprise Log Manager. Es recomendable
seleccionar un segundo proxy para garantizar el envio de las actualizaciones
si el servidor que suele realizar esta tarea deja de funcionar. Las
actualizaciones no binarias incluyen archivos XMP, archivos DM,
integraciones, actualizaciones de configuracién de médulos de CA
Enterprise Log Manager y actualizaciones de claves publicas. En un entorno
sin conexidn, puede seleccionar el proxy sin conexién que envia las
actualizaciones al almacén de usuario de CA Enterprise Log Manager.

11. Sisu red esta protegida por un cortafuegos y cuenta con un servidor proxy
HTTP, cambie el valor a Si y rellene los cuatro campos relacionados. Haga
clic en Probar proxy para comprobar la conectividad. Los servidores
configurados como servidores proxy de suscripcidén en linea pueden
sobrescribir estos ajustes.

12. Haga clic en Guardar.
Mas informacion:

Consideraciones de la suscripcion (en la pagina 197)

Evaluacién de la necesidad de un proxy HTTP (en la pagina 57)
Comprobacién del acceso a la fuente RSS para la suscripcion (en la pagina 58)
Puertos y componentes de suscripcidn (en la pagina 55)

Consideraciones de la suscripcion

Las actualizaciones las ofrece un sistema de servidor proxy/cliente. El primer
servidor instalado se establece como el servidor proxy de suscripcion
predeterminado, y es el que contacta periddicamente con el servidor de
suscripciones de CA para comprobar si hay actualizaciones. Las instalaciones
posteriores se configuraran como clientes de ese servidor proxy y se pondran en
contacto con él para obtener actualizaciones.

El sistema predeterminado reduce el trafico de red al eliminar la necesidad de
gue cada servidor se ponga en contacto directo con el servidor de suscripciones
de CAy se puede configurar por completo. Puede agregar tantos servidores
proxy como necesite.

Capitulo 5: Configuracion de servicios 197



Configuracion de la suscripcion

También puede reducir aun mas el tréfico de Internet mediante la creacion de
servidores proxy sin conexién, que almacenan la informacion sobre las
actualizaciones de forma local y la ofrecen a los clientes que se ponen en
contacto. Para ofrecer soporte a los servidores proxy sin conexién, copie de
forma manual todo el contenido de la ruta de descarga del proxy en linea en la
ruta de descarga del proxy sin conexién. Los servidores proxy sin conexidon
deben configurarse en entornos en los que hay servidores de CA Enterprise Log
Manager que no pueden acceder a Internet o0 a un servidor conectado a
Internet.

Al configurar el servicio de suscripcidn, tenga en cuenta la informacidn siguiente
sobre determinados ajustes y sus interacciones:

Proxy de suscripcion predeterminado

Define el servidor proxy predeterminado para el servicio de suscripcidn. El
proxy de suscripcién predeterminado debe tener acceso a Internet. Si no se
define ningln otro proxy de suscripcion, este servidor obtiene las
actualizaciones de suscripcidn del servidor de suscripciones de CA, descarga
las actualizaciones de archivos binarios para todos los clientes y distribuye
las actualizaciones de contenido. Si se definen otros servidores proxy, los
clientes se pondrdn en contacto con este servidor para obtener
actualizaciones cuando no se haya configurado una lista de servidores proxy
de suscripciones o cuando la lista configurada se haya agotado. El valor
predeterminado es el primer servidor instalado en el entorno. Este valor
s6lo esta disponible como configuracidon global.

Proxy de suscripcion

Controla si el servidor local es un proxy de suscripcion. Un servidor proxy de
suscripcion en linea emplea el acceso a Internet para obtener
actualizaciones de suscripcion del servidor de suscripciones de CA. Los
servidores proxy de suscripciones en linea se pueden configurar para
descargar actualizaciones de archivos binarios para clientes y para cargar
actualizaciones de contenido en el servidor de gestion. Los servidores proxy
en linea también se pueden emplear como origen para la copia de
actualizaciones en servidores proxy de suscripciones sin conexién. Si se
selecciona, debe cancelarse la seleccién de la casilla de verificacion Proxy de
suscripcidn sin conexion. Este valor sélo estd disponible como configuracion
local.

Nota: Si ambas casillas de verificacion del proxy de suscripcion estan sin
seleccionar, el servidor es un cliente de suscripcion.
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Proxy de suscripcion sin conexion

Controla si el servidor local es un proxy de suscripcion sin conexién. Un
proxy de suscripcion sin conexién es un servidor que obtiene actualizaciones
de suscripcién a través de una copia de directorios manual (mediante scp)
de un proxy de suscripcidn en linea. Puede configurar los servidores proxy
de suscripciones sin conexion para que descarguen actualizaciones de
archivos binarios en los clientes. Los servidores proxy de suscripciones sin
conexidn no necesitan tener acceso a Internet. Si se selecciona, debe
cancelarse la seleccion de la casilla de verificacidon Proxy de suscripcidn. Este
valor sélo esta disponible como configuracidn local.

Nota: Si no esta seleccionada ninguna de las casillas de verificacion del
proxy de suscripcién, el servidor serd un cliente de suscripcion.

Hora de inicio de la actualizacion

Sélo es vélida cuando la funcién Frecuencia de la actualizacion es 24 o
superior.

Define la hora a la que se iniciara la primera comprobacion de la
actualizacion, en horas completas, segun la hora local del servidor. El valor
corresponde a un reloj de 24 horas. Este valor se aplica a la comprobacién
de actualizacidn inicial. La Frecuencia de actualizacion controla el tiempo de
todas las comprobaciones posteriores de la actualizacién. Esta configuracidn
sblo se aplica al servicio de proxy de suscripcion.

Limites: 0-23, donde 0 equivale a la medianoche y 23 equivale a las 11.00
p.m.

Frecuencia de la actualizacion

Define la frecuencia, en horas, con la que el servidor proxy en linea se pone
en contacto con el servidor de suscripciones de CA y la frecuencia con la que
el cliente de suscripcidn se pone en contacto con el proxy. Esta
configuracion sélo se aplica al servicio de proxy de suscripcion.

Ejemplos: 0,5 quiere decir cada 30 minutos; 48 quiere decir cada dos dias.
Actualizar ahora

Haga clic en este botdn para iniciar un ciclo de actualizacion a peticidn del
servidor seleccionado de forma inmediata. Sélo puede realizar una
actualizacion a peticidn de los servidores de uno en uno. Actualice el
servidor del proxy de suscripcion antes de actualizar un cliente de
suscripcion.
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URL de fuente RSS

Define la URL del servidor de suscripciones de CA. Los servidores proxy de
suscripciones en linea emplean esta URL para acceder al servidor de
suscripciones de CA y descargar las actualizaciones de suscripcién. Este valor
s6lo esta disponible como configuracidn global.

Servidor proxy HTTP

Controla si este servidor se pone en contacto con el servidor de
suscripciones de CA a través de un proxy HTTP para obtener las
actualizaciones, en lugar de hacerlo directamente.

Direccidn proxy que se va a utilizar
Especifica la direccién IP completa del proxy HTTP.
Puerto

Especifica el nimero de puerto empleado para ponerse en contacto con el
proxy HTTP.

Id de usuario del proxy HTTP

Especifica el ID de usuario empleado para ponerse en contacto con el proxy
HTTP.

Contraseia de proxy HTTP

Especifica la contrasefia empleada para ponerse en contacto con el proxy
HTTP.

Clave publica

Define la clave empleada para comprobar y verificar la firma empleada para
firmar las actualizaciones. No actualice este valor manualmente nunca.
Cuando se actualiza una clave publica-privada, el proxy descarga la
actualizacion al valor de clave publica y actualiza la clave publica. Este valor
s6lo esta disponible como configuracidon global.

Limpiar actualizaciones de mas de

Controla el numero de dias que el servidor proxy retiene los paquetes de
actualizacion. Este valor solo esta disponible como configuracion global.

Reiniciar automaticamente tras la actualizacion del SO

Controla si CA Enterprise Log Manager se reinicia de forma automatica tras
una actualizacién del SO. Este valor sdlo esta disponible como configuracién
global.
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Mddulos para descargar

Permite seleccionar los mddulos que se aplicaran al entorno operativo. Los
modulos seleccionados para los servidores proxy determinan los médulos
descargados del servidor de suscripciones de CA como parte de las
actualizaciones de suscripcidon. Los médulos seleccionados para clientes se
emplean para actualizar los médulos correspondientes instalados en el
cliente. Puede seleccionar un modulo para descargarlo en un cliente aunque
no se haya seleccionado como su servidor proxy. El proxy lo recuperard para
el cliente, pero no lo instalara en dicho proxy.

Nota: Si el campo esta vacio, defina una URL de fuente RSS. Esta
configuracion permite que el sistema lea la fuente RSS y, en el siguiente
intervalo de actualizacidn, muestre la lista de médulos que se pueden
descargar.

Servidores proxy de suscripcidn para el cliente

Permite definir los servidores proxy a los que se conectaran los clientes o un
cliente seleccionado para obtener actualizaciones del sistema operativo y de
los productos. Puede emplear las teclas de flecha hacia arriba/abajo para
controlar el orden en el que el cliente se pone en contacto con los
servidores proxy de suscripciones. El cliente descarga actualizaciones del
primer servidor proxy con el que se conecta de forma correcta. Si ninguno
de los servidores proxy configurados esta disponible, el cliente se pone en
contacto con el proxy de suscripcion predeterminado.

Servidores proxy de suscripcidn para actualizaciones de contenido

Le permite seleccionar qué servidores proxy se emplean para distribuir
actualizaciones de contenido en el almacén de usuarios. Puede seleccionar
los servidores proxy sin conexion y en linea. Este valor sélo esta disponible
como configuracién global.

Nota: Le recomendamos seleccionar mas de uno para disponer de varias
alternativas.
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Configuracion de servidores de CA Enterprise Log Manader para la suscripcion

En el mddulo de suscripcidn se enumeran uno o mas servidores de CA
Enterprise Log Manager. Cada servidor hereda la configuracién de suscripcién
local. Cuando se muestra por primera vez, todos los ajustes estan desactivados.
Para sobrescribir cualquier ajuste, haga clic en el botdn de alternar global/local
para editar el campo.

Cada servidor enumerado debe estar configurado como uno de los siguientes:
m  Proxy de suscripcién (en linea)
m  Proxy de suscripcidn sin conexién

m  Cliente de suscripcidn

Los servidores proxy de suscripcidn en linea y sin conexién autoinstalan
actualizaciones y actian como su propio cliente. Todos los servidores de CA
Enterprise Log Manager que no son servidores proxy de suscripcién deben estar
configurados como clientes.

Un proxy de suscripcion especial es el proxy de suscripcion predeterminado. El
servidor de CA Enterprise Log Manager que se instala primero se registra con el
almacén de usuarios de CA Enterprise Log Manager como proxy de suscripcién
predeterminado, pero este ajuste se puede cambiar a nivel global. En un
entorno en linea, todos los clientes descargan actualizaciones de suscripcion
desde el proxy de suscripcion predeterminado si no se configuran mas
servidores proxy o cuando no estan disponibles.

Mas informacion:
Eiemplo: configuracién de suscripcidn con seis servidores (en la pagina 66)

Configuracion de un proxy de suscripcién en linea (en la pagina 202)
Configuracion de un proxy de suscripcion sin conexidn (en la pagina 204)

Configuracion de un proxy de suscripcion en linea

Puede utilizar el servidor predeterminado como su Unico servidor de
suscripciones en linea. En este caso, el resto de servidores de CA Enterprise Log
Manager competirdn para descargar actualizaciones de suscripciones desde
este servidor. Esta configuracidn es adecuada para una instalacién pequefia
donde no se requieren mas servidores proxy de suscripcion en linea.
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En una instalacidn mayor, se recomienda configurar mas servidores. Cuando
varios servidores se configuran como servidores proxy de suscripcién en linea en
un entorno en linea, puede seleccionar los servidores proxy que podra sondear
cada cliente. Cuando un cliente puede contactar con varios servidores en una
operacion por turnos, es probable que pueda descargar las actualizaciones de
suscripcidon de manera puntual.

La ruta de descarga preconfigurada es la siguiente:
...Jopt/CA/LogManager/data/subscription.

Sélo los administradores pueden configurar los servidores proxy de suscripcion.

Para configurar un servidor proxy de suscripcion en linea

1.

Haga clic en la ficha Administracidon, haga clic en Servicios, expanda el
maodulo de suscripcidn y seleccione el servidor que desee configurar.

Aparecera la configuracion del servicio del mddulo de suscripcién del
servidor de CA Enterprise Log Manager seleccionado.

Active ¢Proxy de suscripcidon? y desactive la opcidn éProxy de suscripcién sin
conexion?

V] éProxy de suscripcion?

|| éProxy de suscripcidn sin conexion?

Para sobrescribir una configuracién global, haga clic en el botén de alternar
global/local para cambiar a la configuracion de servicio local del campo
seleccionado; a continuacion, realice los cambios oportunos.

Nota: Si vuelve a hacer clic en el botdn de alternar para bloquear el campo y
utilizar la configuracién global, el valor cambiara al valor global en el
siguiente intervalo de actualizacidn, tal y como se define en la configuracion
global.

Piense si desea aceptar la configuracién global Hora de inicio de la
actualizacion y Frecuencia de la actualizacion.

Si este servidor va a descargar actualizaciones de suscripcidn a través de un
servidor proxy HTTP distinto al heredado, cambie a la configuracién local y
edite los cinco campos que configuran el proxy HTTP.

Si los médulos que necesita descargar para las actualizaciones del sistema
operativo o del producto de CA Enterprise Log Manager difieren de la
configuracion heredada, cambie a la configuracion local y realice los
cambios oportunos.

Haga clic en Guardar.
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Mas informacion:

Consideraciones de la suscripcion (en la pagina 197)

Configuracion de un proxy de suscripcion sin conexion

Cuando un servidor de CA Enterprise Log Manager no esté conectado a Internet,
debe configurar uno o mas servidores de CA Enterprise Log Manager como
servidores proxy de suscripcion sin conexién desde el que otros servidores
cliente sin conexidn puedan obtener actualizaciones de suscripcion.

Un administrador debe copiar actualizaciones de suscripcidn desde un servidor
proxy en linea a servidores proxy sin conexion. La ruta de descarga
preconfigurada es la siguiente: .../opt/CA/LogManager/data/subscription.

Sélo los administradores pueden configurar los servidores proxy de suscripcion.

Para configurar un servidor proxy de suscripcién sin conexion

1. Haga clic en la ficha Administracion, haga clic en Servicios, expanda el
maodulo de suscripcidn y seleccione el servidor que desee configurar.

Aparecera la configuracion del servicio del mddulo de suscripcién del
servidor de CA Enterprise Log Manager seleccionado.

2. Active Proxy de suscripcidn sin conexion

|| éProxy de suscripcidn?

v iProxy de suscripcidn sin conexion?
3. Haga clic en Guardar.

Ahora podra configurar este servidor proxy de suscripcion sin conexién de la
siguiente manera:

m Afiddalo a la configuracion global de los servidores proxy de suscripcion
para las actualizaciones de contenido

m Afiddalo a la configuracion global o a cualquier configuracién local del
cliente de los servidores proxy de suscripcidn del cliente

Mas informacion:

Evaluacién de la necesidad de un proxy de suscripcién sin conexion (en la pagina
59)
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Configuracion de un cliente de suscripcion

De forma predeterminada, todos los servidores de CA Enterprise Log Manager
gue no son servidores proxy de suscripcidn estan configurados como clientes.
No es necesario configurar clientes de suscripcidn a no ser que desee
sobrescribir la lista de servidores proxy seleccionada que esta configurada como
global.

Un cliente de suscripcidn es un servidor de CA Enterprise Log Manager que
obtiene contenido de otro servidor de CA Enterprise Log Manager denominado
servidor proxy de suscripcion. Los clientes de suscripcién sondean el servidor
proxy de suscripcion configurado de manera regular y recuperan las
actualizaciones nuevas cuando estan disponibles. Tras recuperar las
actualizaciones, el cliente instala los componentes descargados.

Para configurar un cliente de suscripcion

1. Haga clic en la ficha Administracion, haga clic en Servicios, expanda el
maodulo de suscripcidn y seleccione el servidor que desee configurar.

Aparecera la configuracion del servicio del mddulo de suscripcién del
servidor de CA Enterprise Log Manager seleccionado.

2. Identifique el servidor seleccionado como cliente desactivando las dos
casillas de verificacién del servidor proxy de suscripcién.

|| éProxy de suscripcidn?

| | éProxy de suscripcidn sin conexion?

3. Haga clic en el botén de alternar global/local para realizar la configuracion
de servicio local de los servidores proxy de suscripcion del cliente y
seleccione los servidores proxy de suscripcion con los que va a contactar
este cliente en una operacion por turnos para descargar actualizaciones del
sistema operativo y del producto.

Subscription Proxy(s) for Client

k | liznoaible Seleccionado
|Jsanda una canfiguracion de servicia local. Haga clic

para cambiar & una configuracion de servicio global, | $|

4. Silos médulos que necesita descargar para las actualizaciones del sistema
operativo o del producto difieren de la configuracion heredada, cambie a la
configuracion local y realice los cambios oportunos. Puede seleccionar
modulos como cliente no seleccionados por su proxy.

5. Haga clic en Guardar.

Capitulo 5: Configuracion de servicios 205



Configuracion de la suscripcion

Mas informacion:

Evaluacién de la necesidad de una lista de servidores proxy (en la pagina 65)
Consideraciones de la suscripcion (en la pagina 197)
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Capitulo 6: Configuracion de la recopilacion
de eventos

Esta seccidn contiene los siguientes temas:

Instalacidn de agentes (en la pagina 207)

Utilizacién del explorador de agente (en la pagina 208)

Configuracion del agente predeterminado (en la pagina 209)

Eiemplo: Activaciéon de la recopilacién directa con ODBCLogSensor (en la pagina
212)

Ejemplo: Activacién de la recopilacion directa con WinRMLinuxLogSensor (en la
pagina 219)

Visualizacién y control del estado de agentes o conectores (en la pagina 224)

Instalacion de agentes

Gracias a instalaciones independientes de plataformas especificas, los agentes
de CA Enterprise Log Manager proporcionan la capa de transporte para pasar
eventos de los origenes de eventos al almacenamiento del registro de eventos
del servidor de CA Enterprise Log Manager. Los agentes utilizan conectores para
recopilar registros de eventos desde distintos origenes de eventos. El siguiente
diagrama muestra las interconexiones entre los agentes y el servidor de CA
Enterprise Log Manager:

: Servidor de CA Enterprise
Qrigen de evento Log Manager
Agente | — — — —| | Explorador de
agents

S Accass
Contral

B Servicio de

almacén de
base de datos rEglﬂ,:? oe Almacen de
EVenlos
de Oracle registro
da avantos

Flujo de eyentos

Mensajes de
comanda y centrol
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Utilizacion del explorador de agente

Después de instalar un agente en un origen de evento, podra configurar uno o
mas conectores para que recopilen eventos desde los origenes de eventos
como, por ejemplo, dispositivos, aplicaciones, sistemas operativos y bases de
datos. Los ejemplos del diagrama incluyen conectores para CA Access Control y
para una base de datos de Oracle. Normalmente, sélo instalard un agente por
servidor host o por origen de evento, pero puede configurar mas de un tipo de
conector en ese agente. Puede utilizar el explorador de agente que forma parte
del servidor de CA Enterprise Log Manager para controlar agentes y configurar y
controlar conectores de un agente. El explorador de agente también le permite
crear grupos para que la gestidn y el control sean mas sencillos.

Base la configuracidn de un conector en una integracidn o en una escucha, que
son plantillas que pueden incluir archivos para acceder a datos, analizar
mensajes y asignar datos. CA Enterprise Log Manager proporciona una serie de
integraciones de origenes de eventos populares predeterminados.

Si desea obtener mas informacidn sobre la instalacion de agentes, consulte la
Guia de instalacion del Agente de CA Enterprise Log Manager.

Mas informacion:

Visualizacidén y control del estado de agentes o conectores (en la pagina 224)

Utilizacion del explorador de agente

Inmediatamente después de instalar un servidor de CA Enterprise Log Manager,
contard con un agente predeterminado enumerado en el explorador de agente.
Este agente se instala cuando instala el servidor de CA Enterprise Log Manager y
lo utiliza con la recopilacion de eventos syslog directa.

El explorador de agente realiza un seguimiento de los agentes y los enumera a
medida que los instala en la red. Ademas, proporciona una ubicacién
centralizada para la configuracién, el comando y el control de agentes y
conectores. Los agentes se registran con el servidor de CA Enterprise Log
Manager especificado la primera vez que los inicia. Cuando se realiza la
instalacidn, el nombre del agente aparece en el explorador de agente. A
continuacién, podrd configurar un conector para iniciar la recopilacién de
registros de eventos. Los conectores recopilan registros de eventos y los envian
al servidor de CA Enterprise Log Manager. Un agente puede controlar varios
conectores.
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Configuracion del agente predeterminado

La utilizacion del explorador de agente para instalar, configurar y controlar
conectores y agentes incluye los siguientes pasos bdasicos:

1. Descargue los agentes binarios.
2. Cree uno o varios grupos de agentes (opcional).

3. Creey configure un conector, incluida la creacién o aplicacion de reglas de
supresién y resumen.

4. Vea el estado del agente o del conector.

Consulte la Guia de administracion de CA Enterprise Log Manager si desea
obtener mds informacidén sobre la creaciéon y el trabajo con grupos de agentes 'y
conectores, y sobre como aplicar reglas de supresidn en los agentes.

Mas informacion:

Acerca de los agentes (en la pagina 72)

Acerca de los grupos de agentes (en la pagina 73)
Acerca de los conectores (en la pagina 74)

Acerca de los sensores de registros (en la pagina 75)
Efectos de las reglas de supresion (en la pagina 77)

Confiduracion del agente predeterminado

La instalacion de CA Enterprise Log Manager crea un agente predeterminado en
el servidor de CA Enterprise Log Manager que cuenta con dos conectores listos
para su uso, un conector syslog_Connector y un conector Linux_local. El
conector de syslog esta disponible para la recopilacién de eventos de syslog
enviados al servidor de CA Enterprise Log Manager. El conector Linux_local estd
disponible para la recopilacidn de eventos del sistema operativo desde el
servidor fisico de CA Enterprise Log Manager o desde un archivo de syslog.

En el entorno basico de dos servidores, configure uno o varios conectores de
syslog en el servidor de recopilacidn para recibir eventos.

El proceso de utilizacion del agente predeterminado incluye los siguientes
pasos:

1. (opcional) Revise las escuchas y las integraciones de syslog.

2. Cree un conector de syslog.

3. Compruebe que el servidor de CA Enterprise Log Manager recibe eventos
syslog.
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Configuracion del agente predeterminado

Revise las escuchas y las integraciones de syslog

Puede revisar las escuchas y las integraciones de syslog predeterminadas antes
de crear un conector. Basicamente, las escuchas son una plantilla para los
conectores de syslog que utilizan integraciones de syslog especificas que se
proporcionan como contenido predeterminado con su servidor de CA Enterprise
Log Manager.

Para revisar integraciones de syslog

1. Inicie sesidén en CA Enterprise Log Manager y acceda a la ficha
Administracion.

2. Expanda el nodo de la biblioteca de refinamiento de eventos en el panel de
navegacion de la izquierda.

3. Expanda el nodo de integraciones y el nodo de suscripcion.
4. Seleccione una integracion cuyo nombre finalice por ..._Syslog.

Los detalles de la integracién se mostraran en la ventana de la derecha.
Puede revisar el archivo de andlisis de mensajes y de asignacion de datos
gue utiliza la integracion ademds de otros detalles como, por ejemplo, la
versién y la lista de reglas de supresion.

Para revisar una escucha de syslog

1. Expanda el nodo de escuchas y el nodo de suscripcion.

2. Seleccione la escucha de Syslog.

Los detalles de la escucha predeterminada se mostraran en la ventana de la
derecha. Puede revisar detalles como, por ejemplo, versiones, una lista de
reglas de supresion, puertos predeterminados en los que escuchar, una lista
de host de confianza y la zona horaria de la escucha.

Creacion de un conector de syslog para el agente predeterminado

Puede crear un conector de syslog para recibir eventos de syslog mediante el
agente predeterminado del servidor de CA Enterprise Log Manager.
Para crear un conector de syslog para el agente predeterminado

1. Inicie sesidn en CA Enterprise Log Manager y acceda a la ficha
Administracién.

2. Expanda el explorador de agente y un grupo de agentes.

El agente predeterminado se instala automaticamente en el grupo de
agentes predeterminado. Puede trasladar este agente a otro grupo.
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Configuracion del agente predeterminado

3. Seleccione el nombre del agente.

El agente predeterminado tiene el mismo nombre que el nombre asignado
el servidor de CA Enterprise Log Manager durante la instalacion.

4. Haga clic en Crear nuevo conector para abrir el asistente de conectores.
5. Haga clic en la opcidn Escuchas y asignele un nombre a este conector.

6. Aplique o cree reglas de supresion segln sea necesario en la segunda pagina
del asistente.

7. Seleccione una o varias integraciones especificas de syslog en la lista
disponible para utilizar con este conector y muévalas a la lista seleccionada.

8. Establezca valores de puertos UDP y TCP si no esta utilizando los valores
predeterminados y proporcione una lista de host de confianza si su
implementacion los utiliza.

Nota: Cuando un agente de CA Enterprise Log Manager no se ejecuta como
root, no puede abrir un puerto con un valor inferior a 1024. Por lo tanto, el
conector de syslog predeterminado emplea el puerto UDP 40514. La
instalacion aplica una regla de cortafuegos al servidor de CA Enterprise Log
Manager para redireccionar el trafico del puerto 514 a través del puerto
40514.

9. Seleccione una zona horaria.
10. Haga clic en Guardar y cerrar para finalizar el conector.

El conector comenzard a recopilar los eventos syslog que coincidan con las
integraciones seleccionadas en los puertos que ha especificado.

Compruebe que CA Enterprise Log Manager reciba los eventos syslog

Con el siguiente procedimiento, puede comprobar si el conector en el agente
predeterminado esta recopilando eventos syslog con el siguiente
procedimiento.

Para comprobar la recepcion de eventos syslog

1. Inicie sesidn en CA Enterprise Log Manager y acceda a la ficha Consultas e
informes.

2. Seleccione la etiqueta de consulta Sistema y abra la consulta Detalles de
todos los eventos del sistema.

Si ha configurado el conector correctamente y el origen de eventos esta
enviando eventos de forma activa, deberia ver los eventos enumerados
para el agente predeterminado.
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Ejemplo: Activacion de la recopilacion directa con ODBCLogSensor

Ejemplo: Activacion de la recopilacion directa con
ODBCLogSensor

Puede habilitar la recopilacién directa de eventos generados mediante bases de
datos especificas y productos de CA con ODBCLogSensor. Para ello, cree un
conector en el agente predeterminado que esté basado en una integracién que
utilice ODBCLogSensor. Muchas integraciones utilizan este sensor, por ejemplo,
CA_Federation_Manager, CAldentityManager, Oracle10g, Oracle9i y
MS_SQL_Server_2005.

A continuacidn, aparece una lista parcial de productos que genera eventos que
se pueden recopilar directamente a través del agente predeterminado en un
servidor de CA Enterprise Log Manager. Para cada producto, se utiliza un
conector Unico. Todos los conectores utilizan ODBCLogSensor.

m  CA Federation Manager

m  CASiteMinder

m  CAldentity Manager

m  Oracle9iy 10g

= Microsoft SQL Server 2005

Para obtener una lista completa, consulte la Matriz de integracién de productos
en Support Online.
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Ejemplo: Activacion de la recopilacion directa con ODBCLogSensor

En este ejemplo, se muestra cdmo activar la recopilacion directa de eventos de
una base de datos de Microsoft SQL Server. El conector implementado en el
agente predeterminado esta basado en la integracion de MS_SQL_Server_2005.
En este ejemplo, la base de datos de SQL Server reside en un servidor de ODBC.
El conector implementado en el agente de CA Enterprise Log Manager recopila
eventos de la tabla MSSQL_TRACE. El envio de los eventos seleccionados a esta
tabla de seguimiento forma parte del proceso de activacion de la base de datos
de Microsoft SQL Server. Puede consultar instrucciones explicitas para ello en la
Guia del conector para Microsoft SQL Server de CA.

Para obtener informacién acerca de como configurar el origen de evento de
Microsoft SQL Server

1. Seleccione la ficha Administracion.

2. Expanda Biblioteca de refinamiento de eventos, Integraciones, Suscripcion y
seleccione MS_SQL_Server_2005.

En Visualizacién de los detalles de la integracion aparece el nombre del
sensor, ODBCLogSensor. Entre las plataformas compatibles, se incluyen
Windows y Linux.

3. Hagaclic en el vinculo Ayuda en Visualizacion de los detalles de la
integracion.

Aparecera la Guia del conector para Microsoft SQL Server.

4. Revise las secciones Requisitos previos y Configuracion de Microsoft SQL
Server para obtener instrucciones.

Para configurar el origen de evento y comprobar el registro

1. Recopile los siguientes detalles: la direccién IP del servidor de ODBC, el
nombre de la base de datos, el nombre de usuario de administrador, y las
credenciales de usuario con privilegios bajos que se utilizan para la
autenticacién en SQL Server. (Se trata del usuario definido para que
disponga de acceso de sélo lectura a la tabla de seguimiento).

2. Inicie sesién en el servidor de ODBC con la contrasefia y el nombre de
usuario de administrador.

3. Asegure la conectividad a través de TCP/IP como aparece especificado en la
Guia del conector para Microsoft SQL Server.

4. Configure SQL Server y compruebe que los eventos se envian a la tabla de
seguimiento como se especifica en la Guia del conector para Microsoft SQL
Server.

Nota: Registre el nombre del nombre de la base de datos en la que desee
crear la tabla de seguimiento. Debe especificar dicho nombre de base de
datos en la cadena de conexién. Por ejemplo: principal.
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Ejemplo: Activacion de la recopilacion directa con ODBCLogSensor

Para crear un conector en el agente predeterminado que permita recuperar
eventos generados por una base de datos de SQL Server en un servidor de ODBC

1. Seleccione la ficha Administracion y la subficha Recopilacién de registros.

2. Expanda el Explorador de agente vy, a continuacién, el grupo de agentes que
contenga el agente predeterminado de CA Enterprise Log Manager.

3. Seleccione un agente predeterminado, es decir, un agente con el nombre de
un servidor de CA Enterprise Log Manager.

El agente predeterminado puede tener otros conectores implementados.

4. Haga clic en Crear nuevo conector.

Explorador de recopilacion de registros A= b |[@ & =
] edaptadores de Co
B [C]Biblicteca de refinamisnts de suentos ver estado de: (=) Agente 1 Cenectorss

Cresr MLsYo Sonsctor
= Ita d sl d hivad

# [ Sensulta de catdloge de archivade Detalles del estado del agente

w B3 Explorador de agente

w P Default Agent Group =] seleccione los agentes en estado de ejecucid
¥ P rrv-elon [2] Seleccionar ¥: Reiniciar
&P svsloa _Conector
&P Linu=_localsyslog_Consctar

Selecci... | Agente | Grupo de agentes |
I

Aparecera el asistente de creacidn del nuevo conector con el paso Detalles
del conector seleccionado.

5. Seleccione la integracion de MS_SQL_Server_2005 en la lista desplegable
Integracion.

Esta seleccidon hace que se rellene el campo Nombre de conector con
MS_SQL_Server_2005_Connector.

6. (Opcional) Sustituya el nombre predeterminado por uno que le permita
identificar el conector facilmente. Considere la posibilidad de usar un
nombre exclusivo si va controlar varias bases de datos de SQL Server con el
mismo agente.

Creacion de conector

@ Introduzea los detalles requeridas
Tipo: (*) Integraciones () Escuchas

Integracidon: | MS_SQL_Server_2005 X

Nombre de conector:  ms_SqL_Server_2005_Conectar

Yersidn de plataforma: * || omitir comprobacién de versisn de plataforma

7. (Opcional) Haga clic en el paso Aplicar reglas de supresion y seleccione las
reglas asociadas con los eventos admitidos.

Por ejemplo, seleccione MSSQL_2005_Authorization 12.0.44.12.

214 Guia de implementacion



Ejemplo: Activacion de la recopilacion directa con ODBCLogSensor

8. Haga clic en el paso Detalles del conector y, a continuacién, en el vinculo
Ayuda.

Entre las instrucciones también se incluyen los requisitos de configuracion
del sensor de CA Enterprise Log Manager para Windows y Linux.

5.0 Requisitos de configuracian del sensor de CA Enterprise Log Manager
5.1 Configuracian del sensor de C& Enterprise Log Manager: Windows

5.1.1 Ejemplos: Cadena de conexidn en sistermas Windows
5.2 Configuracion del sensor en sistemas Linus

£.2.1 Fjemplos: Cadena de conexidn en sistemas Linuy

5.2 Parametro fijo
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Ejemplo: Activacion de la recopilacion directa con ODBCLogSensor

9. Revise los pasos para Linux, la plataforma del agente predeterminado, y
configure Cadena de conexion y los demas campos como se especifica.

a.

Especifique la cadena de conexidon segun se especifica en Configuracion
del sensor (Linux), donde la direccién es el nombre de host o |a
direccion IP del origen de evento y la base de datos es la base de datos
de SQL Server en MSSQLSERVER_TRACE

DSN=SQLServer Wire Protocol;Address=IPaddress,port;Database=databasename

Especifique el nombre del usuario con los derechos de acceso de
recopilacion de eventos de sélo lectura. El usuario debe tener asignadas
las funciones db_datareader y public para disponer de acceso de sélo
lectura.

Introduzca la contrasefia del nombre de usuario especificado.

Especifique la zona horaria de la base de datos como la diferencia con la
hora GMT.

Nota: En Windows Server, esta informacién aparece en la ficha Zona
horaria de Propiedades de fecha y hora. Abra el reloj en la bandeja del
sistema.

Seleccione o anule la seleccion de Leer desde el principio dependiendo
de si desea que el sensor de registro lea los eventos desde el principio
de la base de datos o no.

A continuacidn, puede encontrar un ejemplo parcial:

Configuracidn del sensor

Cadena de conexién:  DsH=sQLServer Wire Protocal;Address=172,24,36,107,1433; Database =master

Nombre de usuario:  ELMsglagent

Contrasefia:  #iomkid

Signo de compensacion horaria: | - | v

Compensacidn horaria en horas entre zonas horarias: 5

Compensacion horaria en minutos entre zonas horarias: o

Nombre de registro de eventos:  Ms_SqL_Server

Actualizar frecuencia de ancla: 10

Intervalo de sondeo: 1o

Nimero maximo de eventos por segundo: 1000

l_ﬂ 3 l_« 3 l_« 3

| Leer desde el principio
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Ejemplo: Activacion de la recopilacion directa con ODBCLogSensor

10. Haga clic en Guardar y cerrar.

El nombre de conector nuevo aparece debajo del agente en el Explorador
de agente.

Explorador de recopilacion de registros
] Aadaptadores de S
] Biblioteca de refimnamiento de eventos
] Con=sulta de catdlogo de archivadao
w [ v Explorador de ag=ente
w [y Default Agent Sroup
w Ee rny-=lrn [3]
Q Swu=slog_Tonector
Q Limnu=_localsyslag_ T anaectar
&P Ms_=SCQL_Server_2O00S_Conector

11. Haga clic en MS_SQL_Server_2005_Connector para visualizar los detalles de
estado.

Inicialmente, en el estado aparece Configuracién pendiente. Espere hasta
que el estado sea En ejecucién.

Conector

MS_SaL_Server_2005_Conector |
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Ejemplo: Activacion de la recopilacion directa con ODBCLogSensor

12. Seleccione el conector y haga clic en En ejecucién para visualizar los
detalles de recopilacién del evento.

Nota: También puede ejecutar un informe para ver los datos de esta base
de datos.

Para comprobar si el agente predeterminado recopila eventos del origen de
evento de destino

1. Seleccione la ficha Consultas e informes. Aparecera la subficha Consultas.
2. Expanda Peticiones en la Lista de consultas y seleccione Conector.
3. Especifique el nombre del conector y haga clic en Ir.

Se mostraran los eventos recopilados. Los dos primeros son eventos
internos. Los siguientes son eventos recopilados de la tabla de seguimiento
MS SQL que ha configurado.

Nota: Si no se muestran los eventos esperados, haga clic en Configuraciony
filtros globales en la barra de herramientas principal, establezca Intervalo de
tiempo en Sin limite, y guarde la configuracion.

4. (Opcional) Seleccione Mostrar eventos sin formato y examine la cadena de
resultado para los dos primeros eventos. La cadena de resultado aparece en
ultimo lugar en el evento sin procesar. Los siguientes valores indican un
inicio correcto.

m result_string=ODBCSource initiated successfully - MSSQL_TRACE

m result_string=<nombre del conector> Connector Started Successfully
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Ejemplo: Activacion de la recopilacion directa con WinRMLinuxLogSensor

Ejemplo: Activacion de la recopilacion directa con
WinRMLinuxLogSensor

Puede activar la recopilacién directa de eventos generados por aplicaciones de
Windows o el sistema operativo Windows Server 2008 con
WinRMLinuxLogSensor. Para ello, cree un conector en el agente
predeterminado que esté basado en una integracién que utilice
WinRMLinuxLogSensor. Muchas integraciones utilizan este sensor, por ejemplo:
Active_Directory_Certificate_Services,

Forefront_Security for_Exchange_Server, Hyper-V, MS_OCS y WinRM. La
aplicaciéon y el sistema operativo Microsoft Windows que generan eventos que
WinRMLinuxLogSensor puede recuperar son aquellos para los que se activa la
Administracion remota de Windows.

A continuacién, aparece una lista parcial de productos que genera eventos que
se pueden recopilar directamente a través del agente predeterminado en un
servidor de CA Enterprise Log Manager. Para cada producto, se utiliza un
conector Unico. Todos los conectores utilizan WinRMLinuxLogSensor.

m  Servicios de certificados de Active Directory de Microsoft
m  Microsoft Forefront Security para Exchange Server

m  Microsoft Forefront Security para SharePoint Server

m  Microsoft Hyper-V Server 2008

m  Microsoft Office Communications Server

m  Microsoft Windows Server 2008

Para obtener una lista completa, consulte la Matriz de integracion de productos
en Support Online.
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Ejemplo: Activacion de la recopilacion directa con WinRMLinuxLogSensor

En este ejemplo, se muestra cdmo activar la recopilacion directa de eventos con
un conector basado en la integracién de WinRM. Al implementar dicho
conector, recopila eventos de un origen de evento del sistema operativo
Windows Server 2008. La recopilacién comienza una vez que haya configurado
los origenes de evento en el Visor de eventos de Windows y active la
Administracidn remota de Windows en el servidor seguin se especifique en la
guia del conector asociado con esta integracion.

Para obtener informacién acerca de como confidurar el origen de evento de
Windows Server 2008

1. Seleccione la ficha Administracion.

2. Expanda Biblioteca de refinamiento de eventos, Integraciones, Suscripciony
seleccione WinRM.

En Ver detalles de integraciones aparece el nombre del sensor,
WinRMLinuxLogSensor. Entre las plataformas compatibles, se incluyen
Windows y Linux.

3. Hagaclic en el vinculo Ayuda en Visualizacion de los detalles de la
integracion de WinRM.

Aparecera la Guia del conector para Microsoft Windows Server 2008
(WinRM).
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Ejemplo: Activacion de la recopilacion directa con WinRMLinuxLogSensor

Para configurar el origen de evento y comprobar el registro

1. Inicie sesidn en el host de destino con un sistema operativo Windows Server
2008.

2. Siga las instrucciones de la Guia del conector para Microsoft Windows Server
2008 para asegurarse de que los eventos aparecen en el Visor de eventos de
Windows y de que la opcidon Administracion remota de Windows esta
activada en el servidor de destino.

Nota: Parte de este proceso consiste en la creacidon del nombre de usuario y
la contraseia que debe especificar al configurar el conector. Estas
credenciales activan la autenticacidon necesaria para establecer la
conectividad entre el origen de evento y CA Enterprise Log Manager.

3. Compruebe el registro.
a. Abra eventvwr desde el cuadro de didlogo Ejecutar.
Aparecera el Visor de eventos.
b. Expanda Registros de Windows y haga clic en Seguridad.

Una pantalla parecida a la siguiente indica que se estd realizando el

registro.

Seguridad 52,

Palabras clave Fecha y hora Origen &
[ @ Aciertos 10/12(2009 10;18:51 Microsoft Windaws security audii
Q\J Ariertos 10/12}2009 10:16:49 Microsoft Windows security auditic
Q\J Ariertos 10/12}2009 10:16:42 Microsoft Windows security auditic
\?\u Aciertos 10{12/2009 10:18:41 Microsoft Windows security auditic
‘Q.. Aciertos 10/12}2009 10:16:40 Microsoft Windows security auditic 4
4| | b
Suceso 4776, Microsoft Windows security auditing, x

Para activar la recopilacion directa de eventos de origenes de eventos de
Windows

1. Seleccione la ficha Administracion y la subficha Recopilacidén de registros.

2. En el Explorador de recopilacién de registros, expanda el Explorador de
agente y el grupo de agentes que contenga el agente predeterminado de CA
Enterprise Log Manager.

3. Seleccione un agente predeterminado, es decir, un agente con el nombre de
un servidor de CA Enterprise Log Manager.

El agente predeterminado puede tener otros conectores implementados.
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Ejemplo: Activacion de la recopilacion directa con WinRMLinuxLogSensor

4. Haga clic en Crear nuevo conector

Explorador de recopilacién de registros @@ @J@J @ lé]

b [ Aadaptadaores de CA
“Wer estado de: (=) Agente L e

L Bibliotecas de refinamiento de eventos EFoT R CER=TET

< Ita d 1= o hi o
= onsuita ge catalogoe de archivads Detalles del estado del agente
w [y Explorador de agente

w B Default Agent Group =] =elsccione los agentes en estado de ejecucid
w P roy-=lon [2] Seleccionar y: Reiniciar
&P svysloa_Conecor

Selecci... | Agente | Grupo de agentes |
@ Linu=_localsyslog_Conector

(] | LSRR S I,

Aparecera el asistente de creacién del nuevo conector con el paso Detalles
del conector seleccionado.

5. Seleccione una integracion que utilice el sensor de registro de WinRM en la
lista desplegable Integracion.

Por ejemplo, seleccione WinRM.

Creacion de conector

@ Introduzea los detalles requeridos
Tipo: (*) Integraciones () Escuchas

Integracion: L WinRh vJ

Nombre de conector:  WinRM_Conector

Yersion de plataforma: v | ] omitir comprobacién de version de plataforma

Al realizar la seleccidn, se rellena el campo Nombre de conector con
WinRM_Connector.

6. (Opcional) Haga clic en Aplicar reglas de supresion y seleccione las reglas
asociadas con los eventos admitidos.

7. Haga clic en el paso Detalles del conectory, a continuacidn, en el vinculo
Ayuda.

En las instrucciones se incluye la configuracion del sensor de CA Enterprise
Log Manager (WinRM).

5.0 Configuracion del sensor de CA Enterprise Log Manager—WinRM
5.1 Parametro fijo

222 Guia de implementacion



Ejemplo: Activacion de la recopilacion directa con WinRMLinuxLogSensor

8. Siga las instrucciones de esta Guia del conector para configurar el sensor.
Especifique la direccion IP (en lugar del nombre de host) del host en el que
ha configurado Administracion remota de Windows. En las entradas
Nombre de usuario y Contrasefia aparecen las credenciales que agregd
durante la configuracidn de Administracién remota de Windows.

A continuacidn, se muestra un ejemplo:

Configuracion del conector

@ Introduzca los detalles de la configuracidn

Configuraciones guardadas: | Seleccionar configuracion |

Configuracién del sensor

Nombre de equipo:

172.24.36.107

10.

Puerto: =0 Ij
Nombre de usuario: ELMagent
Contrasefia:  s#kssskio
Nombre de registro de eventos:  NT-Security
Intervalo de sondeo: 1o Ij
Actualizar frecuencia de ancla: 10 é

|£| Leer desde el principio

Nombre de origen:  Security

Nombre de {registro) de canal:  security

Haga clic en Guardary cerrar.

El nombre de conector nuevo aparece debajo del agente en el Explorador
de agente.

Explorador de recopilacion de registros
» [ adaptadores de A
» ] Biblicteca de refinami=snto de sventos
B[] Consults de catslogo de archivada
w [ Explorador de agente
w [y Default Agent Group
o EP cm-=lm [F]
e g11ne33-35 [1]
v e rav-=lrn [=]
&P sesloa_Conector
&P Linux_localsyslog_Conecear
&P WinRM_Conector
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Visualizacion y control del estado de agentes o conectores

11. Haga clic en WinRM_Connector para ver los detalles de estado.

Inicialmente, en el estado aparece Configuracion pendiente. Espere hasta
que el estado sea En ejecucion.

Detalles del estado

Reiniciar Iniciar Detener
Conector | Agente | Grupo de agentes | Plataforma | Integracion | Estado
WinRM_Conector ‘ my-elr ‘ Default Agent Group ‘ Linuwz_H86_32 ‘ WinRk | En ejecucidn

12. Haga clic en En ejecucion para obtener datos de resumen, como los EPS
(eventos por segundo).

Estado: Porcentaje de CPU: 3.4
Uso de memoria en MB: 12
Promedio de eventos por segundo; 1519.95
Recuento de eventos filtradaos: 0

Para comprobar si el agente predeterminado recopila eventos del origen de
evento de destino

1. Seleccione la ficha Consultas e informes. Aparecera la subficha Consultas.
2. Expanda Peticiones en la Lista de consultas y seleccione Conector.

3. Especifique el nombre del conector y haga clicen Ir.
4

Visualice los eventos recopilados.

Visualizacion y control del estado de agentes o conectores

Puede controlar el estado de los agentes o conectores de su entorno, reiniciar
agentes asi como iniciar, detener y reiniciar conectores cuando sea necesario.

Puede ver agentes o conectores desde distintos niveles de la jerarquia de
carpetas del explorador de agente. Cada nivel reducira la vista disponible de
forma correspondiente:

m  Desde la carpeta del explorador de agente, podrd ver todos los agentes o
conectores asignados al servidor de CA Enterprise Log Manager actual.

m  Desde la carpeta de un grupo de agentes especifico, podra ver los agentes y
los conectores asignados a ese grupo de agentes.

m  Desde un agente individual, sélo podra ver ese agente y los conectores

asignados a éste.

Puede determinar el modo de FIPS (FIPS o no-FIPS) para un agente desde los
tres niveles.

224 Guia de implementacion



Visualizacion y control del estado de agentes o conectores

Para ver el estado del agente o del conector

1.

Haga clic en la ficha Administracién y, a continuacién, en la subficha
Recopilacion de registros.

Aparece la lista de la carpeta Recopilacion de registros.
Seleccione la carpeta Explorador de agente.

Los botones de la gestidn de agentes aparecera en el panel de detalles.

Haga clic en Estado y comando: |ﬂ|

Aparecera el panel de estado.

Seleccione Agentes o Conectores.

Aparecera el panel de busqueda de agentes o conectores.

(Opcional) Seleccione los criterios de busqueda de actualizacion de agentes
o conectores. Si no introduce ningun término de busqueda, apareceran
todas las actualizaciones disponibles. Puede seleccionar uno o mas de los
siguientes criterios para limitar la busqueda:

m  Grupo de agentes: sélo devuelve los agentes y los conectores asignados
al grupo seleccionado.

m Plataforma: sélo devuelve los agentes y conectores que se ejecutan en
el sistema operativo seleccionado.

m Patron de nombres de agentes: sélo devuelve los agentes y conectores
gue contienen el patrén especificado.

m (Sélo conectores) Integracion: sélo devuelve los conectores que utilizan
la integracion seleccionada.

Haga clic en Mostrar estado.

Aparece un grafico de detalles que muestra el estado de los agentes o
conectores que se ajustan a la busqueda. Por ejemplo:

Total: 10; En ejecucién: 8; Pendiente: 1; Detenido: 1; No responde: 0

(Opcional) Haga clic en la pantalla de estado para ver los detalles del panel
Estado en la parte inferior del grafico.

Nota: Puede hacer clic en el botén A peticidon para que un agente o conector
actualice la pantalla de estado.

(Opcional) Si ve conectores, seleccione cualquier conector y haga clic en
Reiniciar, Iniciar o Detener. Si ve agentes, seleccione cualquier agente y
haga clic en Reiniciar
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Capitulo 7: Creacion de federaciones

Esta seccidn contiene los siguientes temas:

Consultas e informes en un entorno federado (en la pagina 227)
Federaciones jerarquicas (en la pagina 228)

Federaciones en malla (en la pagina 230)

Configuracion de una federacion de CA Enterprise Log Manager (en la pagina
231)

Consultas e informes en un entorno federado

Un solo servidor de CA Enterprise Log Manager devuelve datos desde su base de
datos de eventos interna para responder a las consultas y generar informes. Si
cuenta con una federacidn de servidores de CA Enterprise Log Manager, puede
controlar el modo en que las consultas y los informes devuelven informacién de
eventos segun la configuracion de las relaciones de la federacién. También
puede conservar los resultados de las consultas de servidores Unicos
desactivando la configuracién global Utilizar consultas federadas.

La configuracidn global Utilizar consultas federadas esta activada de forma
predeterminada. De esta forma, las consultas de un servidor principal de CA
Enterprise Log Manager se envian a todos los servidores secundarios de CA
Enterprise Log Manager. Cada servidor de CA Enterprise Log Manager
secundario realiza consultas al catdlogo de archivos y al almacenamiento del
registro de eventos activo ademas de realizar consultas a todos los servidores
de CA Enterprise Log Manager secundarios. A continuacién, cada servidor de CA
Enterprise Log Manager secundario crea un Unico conjunto de resultados para
enviar al servidor principal de CA Enterprise Log Manager solicitante. Se crea
una proteccidn ante consultas circulares en CA Enterprise Log Manager para
activar las configuraciones en malla.

La implementacidn tipica de CA Enterprise Log Manager de una empresa
dispone de uno a cinco servidores. La implementacion de una gran empresa
dispone de diez a mas servidores. El modo en que configura la federacién
controla la cantidad de informacion visible para el servidor de CA Enterprise Log
Manager que emite la consulta. El tipo de consulta mas simple proviene del
servidor de CA Enterprise Log Manager principal y devuelve informacion de
todos los servidores secundarios configurados por debajo de éste.
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Federaciones jerarquicas

Cuando realiza consultas en la federacion desde un servidor secundario, los
resultados que ve dependen de la configuracién de la federacién. En una
federacién jerdrquica, todos los servidores configurados como secundarios de
un servidor le devuelven los resultados de las consultas a éste. En una
federacion en malla, todos los servidores interconectados devuelven los datos al
servidor que emite la consulta.

Federaciones jerarquicas

Las federaciones jerdrquicas utilizan una estructura piramidal vertical para
expandir las cargas de recopilacién de eventos por un area amplia. La estructura
es similar a un organigrama. No es necesario crear un determinado nimero de
niveles: puede crear los niveles que mejor se ajusten a sus necesidades
empresariales.

En una federacion jerarquica, puede conectarse a cualquier servidor de CA
Enterprise Log Manager para ver los informes de sus datos de eventos desde
cualquier servidor secundario que se encuentre por debajo. El acceso a los datos
es limitado en funcién de dénde empiece en la jerarquia. Si empieza en el medio
de la jerarquia, sélo podra ver los datos de ese servidor y los datos de sus
servidores secundarios. Cuanto mas ascienda en la federacion jerdrquica, a mas
datos de la red podra acceder. En el nivel superior, podra acceder a todos los
datos de toda la implementacién.

Las federaciones jerdrquicas son Uutiles, por ejemplo, en las implementaciones
regionales. Si desea que los recursos locales accedan a los datos de eventos
dentro de una determinada jerarquia, o rama, de la red, pero no desea que
accedan a los datos de eventos de otras ramas paralelas, podria crear una
federacién jerarquica con dos o mas ramas paralelas que contengan los datos
de cada region. Cada una de las ramas podria generar informes para un servidor
de gestidon de CA Enterprise Log Manager en las oficinas centrales para contar
con una vista vertical de todos los informes de registro de eventos.
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Federaciones jerarquicas

Ejemplo de mapa de federacion

En el mapa de federacion que se muestra en el siguiente diagrama, la red utiliza
el servidor de gestidn de CA Enterprise Log Manager como servidor de informes
y varios servidores de recopilacién en una configuracion similar a la de un
organigrama. El servidor de gestién/informes actia como servidor principal de
CA Enterprise Log Manager y proporciona autenticaciones de usuario,
autorizaciones y funciones de gestién importantes ademads de las funciones de
informes de gestionar consultas, informes y alertas. Los servidores de
recopilacion de este ejemplo serian los servidores secundarios del servidor de
gestion/informes 1. Puede organizar mas niveles en la jerarquia. Sin embargo,
no puede haber mas de un servidor de gestidn. Los niveles adicionales se
compondrian de servidores de informes que actuarian como servidores
principales de los servidores de recopilacién.

Como ejemplo de este estilo de federacidn, el servidor de gestion/informes 1
podria estar ubicado en su sede central y los servidores de recopilacion podrian
estar ubicados en oficinas regionales o sucursales (representados por los
servidores de recopilacidon 1y 2). Cada sucursal podria obtener informacién de
sus propios datos, pero no los datos de la otra sucursal. Por ejemplo, desde el
servidor de recopilacidn 1, sélo puede realizar consultas y generar informes
sobre los datos del servidor de recopilacion 1. Por el contrario, desde el servidor
de gestion/informes 1, puede realizar consultas y generar informes sobre los
datos del servidor de gestion/informes 1, del servidor de recopilacion 1y del
servidor de recopilacidn 2.

Servidor de gestion/
informes 1

ﬁ?"f'r

Servidorde Servidor de
recopilacion 1 recopilacidn 2
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Federaciones en malla

En una federacion jerarquica, cada servidor de CA Enterprise Log Manager
puede tener uno o mds servidores secundarios, pero sélo un servidor principal.
Puede configurar este tipo de federacion de forma vertical comenzando por el
servidor de gestidn. A continuacién, muévase por las capas inferiores para
configurar los servidores de recopilacién y de informes secundarios. La clave a la
hora de configurar una federacidn es realizar primero un mapa de los servidores
y de las relaciones que se desean establecer. Posteriormente, podra configurar
un servidor de CA Enterprise Log Manager como servidor secundario para
implementar las relaciones entre ellos.

Federaciones en malla

Una federacion en malla es similar a una federacidn jerarquica en el sentido de
gue dispone de niveles. La principal diferencia es la configuracion de las
conexiones entre los servidores. Una federacion en malla puede permitir que
cualquier servidor de CA Enterprise Log Manager de la red realice consultas y
genere informes sobre los datos del resto de servidores de CA Enterprise Log
Manager. Las funciones de generacién de informes dependen de las relaciones
gue cree entre los servidores.

Por ejemplo, en una federacidon en malla, es posible que los servidores sdlo se
pueden interconectar dentro de una rama vertical. Esto significa que todos los
servidores de CA Enterprise Log Manager de esa rama podrian acceder al resto
de servidores de CA Enterprise Log Manager de la misma rama. Esto se opone
directamente a un servidor de CA Enterprise Log Manager en una federacion
jerdrquica, que sdlo puede generar informes en los servidores que se
encuentran por debajo en la jerarquia.

En una formacién de anillo o de estrella, cada servidor de CA Enterprise Log
Manager se configura como servidor secundario del resto de servidores. Cuando
solicita datos del informe desde un servidor de CA Enterprise Log Manager, vera
los datos de todos los servidores de CA Enterprise Log Manager de la red.

La federacidn en malla asigna dos o mas servidores de CA Enterprise Log
Manager como principales y utiliza los servidores de la federacién
independientemente de su ubicacion en la red. Los servidores configurados
como secundarios también se configuran para ver los servidores secundarios de
la misma rama o de otras diferentes como servidores federados a ellos. Por
ejemplo, si cuenta con dos servidores de CA Enterprise Log Manager, Ay B,
podria crear una federacién en malla haciendo que B sea un servidor secundario
de A, y que A sea un servidor secundario de B. Esta es la configuracién esperada
cuando utiliza dos o mas servidores de gestion.
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Configuracion de una federacion de CA Enterprise Log Manader

Ejemplo de federacion en malla

Observe la siguiente ilustracion de una federaciéon en malla completa:

En la federacién en malla que se muestra en este diagrama, los cuatro
servidores de recopilacidn estan federados entre ellos y con los servidores de
informes. Cada servidor es un servidor principal y secundario respecto a cada
servidor de la federacidn.

Una gran ventaja de esta implementacion sobre la federacion jerarquica estricta
es que puede acceder a los datos desde cualquier punto de la malla y obtener
resultados de todos los servidores de CA Enterprise Log Manager,
independientemente de la jerarquia.

Puede combinar federaciones jerarquicas y en malla para llevar a cabo una
configuracion que se ajuste a sus necesidades. Por ejemplo, una configuracion
en malla dentro de una Unica rama podria ser muy Util para implementaciones
globales. Podria obtener una descripcién global de los datos desde los
servidores de informes principales al tiempo que conserva los clusteres
regionales (ramas) que sélo pueden acceder a sus propios datos.

Confidguracion de una federacion de CA Enterprise Log Manager

Los servidores de CA Enterprise Log Manager que agrega a una federacién
deben utilizar el mismo nombre de instancia de aplicacién del servidor de
gestion. De esta forma, el servidor de gestidon podra almacenar y gestionar todas
las configuraciones de forma conjunta como configuraciones globales.

Puede configurar la federacion en cualquier momento, pero resulta util hacerlo
antes de comenzar a generar informes de programacion, si desea informes
consolidados.

La configuracidn de una federacidn incluye las siguientes actividades:

1. Cree un mapa de federacion.

2. |Instale el primer CA Enterprise Log Manager, el servidor de gestion.
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Configuracion de una federacion de CA Enterprise Log Manader

3. Instale uno o mas servidores.

4. Configure las relaciones primarias/secundarias. Por ejemplo, comience
seleccionando los secundarios de la federacién del servidor de gestion en
esta configuracion del almacenamiento del registro de eventos del servidor.

Este primer grupo de servidores secundarios forma la segunda capa, o nivel,
de la federacidn si esta configurando una federacién jerarquica.

5. Miire el gréfico de federacién para comprobar que la estructura entre los
servidores de los niveles principales y secundarios esté configurada como
desea.

Configuracion de un servidor de CA Enterprise Log Manager como servidor
secundario

La configuracidn de un servidor de CA Enterprise Log Manager como servidor
secundario es otro de los pasos esenciales a la hora de crear una federacién.
Siga este procedimiento para agregar servidores a la federacidn en cualquier
momento. Debe instalar todos los servidores de CA Enterprise Log Manager que
desee federar con el mismo nombre de instancia de aplicacién registrado antes
de realizar esta parte de la configuracion. Cuando instala un servidor nuevo, el
nombre aparece en la lista de servidores disponibles para la federacion. Puede
realizar este procedimiento tantas veces como sea necesario para crear la
estructura federada que desee.

Para configurar un servidor de CA Enterprise Log Manager como servidor
secundario

1. Inicie sesidn en algun servidor de CA Enterprise Log Manager que esté
registrado con el mismo nombre de instancia de aplicacién que los otros de
la federacién planteada.

2. Haga clic en la ficha Administracidn y seleccione la subficha Servicios.

3. Expanda la carpeta de servicios Almacenamiento del registro de eventosy, a
continuacion, seleccione el nombre del servidor principal de CA Enterprise
Log Manager.

4. Desplacese a la lista Secundarios de la federacién.
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Configuracion de una federacion de CA Enterprise Log Manager

5. Seleccione uno o mds nombres de servidor que desee configurar como
secundarios del servidor principal en los servidores de la lista disponible.

6. Utilice los botones de flecha para mover las selecciones a la lista de
servidores seleccionados.

Los servidores de CA Enterprise Log Manager seleccionados y movidos a la
lista son ahora secundarios federados del servidor principal.

Mas informacion:

Seleccidn de uso de consultas federadas (en la pagina 161)

Visualizacion del grafico de federacion y del monitor de estado del servidor

Puede visualizar un gréfico que muestra los servidores de CA Enterprise Log
Manager en el entorno, sus relaciones de federacién y la informacion de estado
sobre servidores individuales. El grafico de federacion le permite ver la
estructura actual de la federacidon y los detalles de estado de cada servidor.
También puede seleccionar el servidor local consultado durante la sesién y
establecerlo como servidor principal.

Para ver un grafico de federacidn, haga clic en Mostrar grafico de federaciény

controlador de estado en la parte superior de la pantalla: ‘
Aparecera una ventana con un grafico de todos los host de almacenes de
eventos registrados con el servidor de gestion actual:

m  Los almacenes de eventos con secundarios de la federacidn se muestran
con lineas de conexidon azules claro y negras que indican la relacién de
federacion.

m  Los almacenes de eventos sin secundarios de la federacién se muestran en
verde claro.

Puede seleccionar un servidor local actual para realizar consultas.
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Configuracion de una federacion de CA Enterprise Log Manager

También puede visualizar los detalles de estado de cualquiera de los servidores
mostrados. Haga clic en un servidor del grafico de federacién para mostrar
detalles del estado, incluidos los siguientes:

m Porcentaje de uso de la CPU

m Porcentaje de uso de la memoria disponible

m Porcentaje de uso del espacio disponible en el disco
m Eventos por segundo recibidos

m Grafico principal de estado del almacén de registro de eventos
Mas informacidn:

Eiemplo: Mapa de federacién para una empresa mediana (en la pagina 42)
Ejemplo: Mapa de federacién para una gran empresa (en la pagina 40)
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Capitulo 8: Empleo de la biblioteca de
refinamiento de eventos

Esta seccidn contiene los siguientes temas:

Acerca de la biblioteca de refinamiento de eventos (en la pagina 235)
Admisién de nuevos origenes de eventos con la biblioteca de refinamiento de
eventos (en la pagina 236)

Archivos de asignacidn y analisis (en la pagina 236)

Acerca de la biblioteca de refinamiento de eventos

La biblioteca de refinamiento de eventos le proporciona herramientas para
crear nuevos archivos de asignacién y andlisis o para modificar copias de los
archivos existentes; de este modo, podra proporcionar soporte para nuevos
dispositivos, aplicaciones, etc. La biblioteca incluye las siguientes opciones:

m |ntegraciones
m  Escuchas
m  Archivos de asignacidn y andlisis

m  Reglas de resumen y supresién

Las reglas de supresion evita que se recopilen datos o que se inserten en el
almacenamiento del registro de eventos. Las reglas de resumen le permiten
agregar eventos para reducir el nimero de inserciones de acciones o tipos de
eventos similares. Esta es la parte de la biblioteca utilizada mas habitualmente
dado que las reglas de resumen y supresién pueden ayudarle a ajustar el
rendimiento de la red y de la base de datos.

Puede utilizar el area de integraciones para ver las integraciones predefinidas y
para crear nuevas integraciones para sus bases de datos, archivos, aplicaciones
o dispositivos de propietario o personalizados. Si desea obtener mas
informacién, consulte la Guia de administracion de CA Enterprise Log Managery
la ayuda en linea.
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Admision de nuevos origenes de eventos con la biblioteca de refinamiento de eventos

Admision de nuevos origenes de eventos con la biblioteca de
refinamiento de eventos

Si necesita admitir un dispositivo, aplicacion, base de datos u otro origen de
eventos todavia no admitido, utilice asistentes de archivos de asignaciony
analisis, asi como el asistente de integraciones para crear los componentes
necesarios.

El proceso consta de los pasos generales siguientes:

1. Crear archivos de andlisis para recopilar datos de eventos como pares de
nombre y valor.

2. Crear archivos de asignacion para asignar los pares de nombre y valor en la
gramatica de eventos comunes.

3. Crear nuevas integraciones y escuchas para recopilar datos desde el origen
de eventos.

Los archivos de integraciones, analisis y asignaciones, asi como las reglas de
resumen y supresion, se explican detalladamente en la Guia de administracion
de CA Enterprise Log Manager y en la ayuda en linea.

Archivos de asignacion y analisis

Durante su funcionamiento, CA Enterprise Log Manager lee eventos entrantes y
los divide en secciones en una accidon denominada andlisis. Existen diversos
archivos de andlisis de mensajes de distintos dispositivos, sistemas operativos,
aplicaciones y bases de datos. Una vez analizados los eventos entrantes en
pares de nombre y valor, esos datos pasan por un mdédulo de asignacion que
coloca los datos de eventos en los campos de la base de datos.

El médulo de asignacién utiliza archivos de asignacion de datos creados para
origenes de eventos especificos y que son similares a los archivos de analisis de
mensajes. El esquema de la base de datos es la gramatica de eventos comunes,
una de las caracteristicas principales de CA Enterprise Log Manager.

El analisis y la asignacidn son los medios por los que los datos se normalizan y se
almacenan en una base de datos comun independientemente del tipo de
evento o del formato del mensaje.
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Archivos de asignacion y analisis

El asistente de integracidn y algunos de los médulos del adaptador de CA
requieren la configuracién de los archivos de asignacién y analisis que mejor
describen los tipos de datos de eventos que escucha un conector o un
adaptador. En los paneles de configuracién donde aparecen estos controles, el
orden de los archivos de andlisis de mensajes debe reflejar el nimero de
eventos recibidos relativo de ese tipo. El orden de los archivos de asignacién de
datos también debe reflejar la cantidad de eventos recibidos desde un origen
determinado.

Por ejemplo, si el mdédulo de escucha de syslog de un determinado servidor de
CA Enterprise Log Manager recibe la mayoria de eventos de Cisco PIX Firewall,
debe colocar en primer lugar los archivos de CiscoPIXFW.XMPS y
CiscoPIXFW.DMS en las listas respectivas.
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Apéndice A: Consideraciones para los
usuarios de CA Audit

Esta seccidn contiene los siguientes temas:

Descripcion de las diferencias en las arquitecturas (en la pagina 239)
Configuracion de los adaptadores de CA (en la pagina 247)

Envio de eventos de CA Audit a CA Enterprise Log Manager (en la pagina 252)
Cuando importar eventos (en la pagina 257)

Importacién de datos desde una tabla SEOSDATA (en la pagina 259)

Descripcion de las diferencias en las arquitecturas

A la hora de planificar la utilizacién de CA Audit y CA Enterprise Log Manager
conjuntamente, primero debe conocer las diferencias en las arquitecturas asi
como los efectos que tienen en la estructura de red.

CA Enterprise Log Manager utiliza un almacenamiento del registro de eventos
incrustado y proporciona un explorador de agente para configurar y gestionar
los agentes. Esta nueva tecnologia junto con una gramatica de eventos comunes
permite que el rendimiento de eventos sea mas rdpido para realizar el
almacenamiento al tiempo que admite un mayor nimero de origenes de
eventos. La gramatica de eventos comunes permite que CA Enterprise Log
Manager normalice los eventos desde diversos origenes de eventos en un Unico
esquema de base de datos.

CA Enterprise Log Manager se integra a un cierto nivel con CA Audit pero, por el
diseiio, no es totalmente interoperable. CA Enterprise Log Manager es una
nueva estructura de servidores independiente que se puede ejecutar con CA
Audit, pero debe tener en cuenta las siguientes consideraciones sobre la gestion

de eventos:
CA Enterprise Log Manager puede... CA Enterprise Log Manager no puede...
Recibir registros de eventos enviados desde Acceder directamente a registros de eventos
iRecorders y clientes de CA Audit utilizando almacenados en la base de datos del recopilador
escuchas configurables. de CA Audit.
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CA Enterprise Log Manager puede...

CA Enterprise Log Manager no puede...

Proporcionar una utilidad para importar datos de
registros de eventos almacenados en la base de
datos del recopilador de CA Audit (tabla
SEOSDATA).

Utilizar agentes para enviar registros de eventos
sélo a la infraestructura de servidores de CA
Enterprise Log Manager.

Permitir que los agentes de CA Enterprise Log
Manager vy los clientes de CA Audit junto con
iRecorders se ejecuten en el mismo host fisico.

Permitir que los agentes de CA Enterprise Log
Manager vy los clientes de CA Audit junto con
iRecorders del mismo host accedan a los mismos
origenes de registros simultdaneamente.

Utilizar el explorador de agente integrado para
sblo gestionar los agentes de CA Enterprise Log
Manager. Durante la operacidn conjunta de los
dos sistemas, CA Audit sdlo utiliza Policy Manager
para gestionar clientes de CA Audit.

Migrar datos de CA Audit de recopiladores de
tablas, plantillas de informes o informes
personalizados, politicas de alertas, politicas de
recopilacion/filtrado o politicas de control de
acceso basadas en funciones.
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Arquitectura de CA Audit

La siguiente ilustracidn muestra una implementacion de CA Audit simplificada:

Host de iRecorder

Herramientas de datos

Mainframe

Controlador
de segurdad
Pnliticaﬁ -
-
-~ Gestor
de politicas

Clientes de auditoria

En las implementaciones de CA Audit de algunas empresas, los datos de eventos
son almacenados por el servicio de recopilador en una base de datos relacional
gue se ejecuta en el servidor de herramientas de datos. El administrador de la
base de datos controla y realiza el mantenimiento de esta base de datos y
trabaja con el administrador del sistema para que las politicas adecuadas
recopilen los eventos deseados y excluyan los eventos no requeridos.
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Las lineas continuas de este diagrama muestran los eventos que pasan de hosts
de clientes, grabadoras e iRecorder de CA Audit al servidor de herramientas de
datos o, en algunos casos, a una consola con monitor de seguridad opcional. La
linea discontinua representa el flujo de control entre el servidor de Policy
Manager vy los clientes que utilizan politicas.

El servidor de herramientas de datos proporciona utilidades basicas de
visualizacidn y de generacién de informes asi como el almacenamiento de
eventos. Las consultas y los informes personalizados son habituales en las
implementaciones de empresas y su creacién y mantenimiento requieren un
tiempo considerable.

Esta topologia de red permite la recopilacién de diversos tipos de eventos desde
distintos dispositivos, aplicaciones y bases de datos. Normalmente, cuenta con
un almacenamiento central de eventos recopilados que es parte de, o esta
gestionado por, el servidor de herramientas de datos que también genera
algunos informes.

No obstante, son necesarias otras funciones para que su solucién se gestione
con rapidez de modo que aumenten los volimenes de eventos. Tiene que
generar informes que cumplan una serie de regulaciones federales e
internacionales. Ademas, tiene que encontrar estos informes de forma rapiday
sencilla.
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Arquitectura de CA Enterprise Log Manader

La siguiente ilustracion muestra una implementacion basica de dos servidores

de CA Enterprise Log Manager:

Gestion/
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Un sistema de CA Enterprise Log Manager puede contar con uno o mds
servidores, donde el primer servidor instalado es el servidor de gestion. No
puede haber mas de un servidor de gestién en un sistema, pero puede tener
varios sistemas. El servidor de gestién realiza el mantenimiento del contenido y
de la configuraciéon de todos los servidores de CA Enterprise Log Manager y lleva
a cabo la autenticacién y la autorizacién de usuario.

En una implementacion basica de dos servidores, el servidor de gestidon realiza
la funcién de un servidor de informes. Un servidor de informes recibe eventos
refinados de uno o varios servidores de recopilacién. El servidor de informes
gestiona informes y consultas a peticién ademas de alertas e informes
programados. El servidor de recopilacion refina los eventos recopilados.

Cada servidor de CA Enterprise Log Manager cuenta con su propia base de datos
interna del almacenamiento del registro de eventos. El almacenamiento del
registro de eventos es una base de datos de propiedad que utiliza la compresién
para mejorar la capacidad de almacenamiento y para permitir consultas de
archivos de bases de datos activas, archivos marcados para archivar y archivos
descongelados. No es necesario ninglin paquete DBMS para realizar el
almacenamiento de eventos.

El servidor de recopilaciéon de CA Enterprise Log Manager puede recibir eventos
directamente utilizando el agente predeterminado o desde un agente que
resida en el origen de eventos. Los agentes también pueden residir en un host
gue actua como recopilador de otros origenes de eventos de la red como de un
host del enrutador o un concentrador VPN.

Las lineas continuas de este diagrama representan los flujos de eventos desde
los origenes de eventos a los agentes, al servidor de recopilacién y a la funciéon
de generacion de informes del servidor de gestién/informes. Las lineas
discontinuas muestran y el trafico de control y de configuracion entre los
servidores de CA Enterprise Log Manager y desde la funcién de gestién del
servidor de gestidn/informes a los agentes. Puede utilizar cualquier servidor de
CA Enterprise Log Manager de la red para controlar cualquier agente de la red
siempre que los servidores de CA Enterprise Log Manager hayan sido
registrados con el mismo nombre de instancia de aplicacién en el servidor de
gestidon durante la instalacion.
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Los agentes utilizan conectores (no se muestran) para recopilar eventos. Un solo
agente puede gestionar varios conectores para recopilar distintos tipos de
eventos al mismo tiempo. Esto significa que un solo agente implementado en un
origen de eventos individual puede recopilar distintos tipos de informacidn. El
servidor de CA Enterprise Log Manager también proporciona escuchas que
permiten la recopilacién de eventos desde otras aplicaciones de CA utilizando
los iRecorder y SAPI Recorder de su red de CA Audit.

Puede federar servidores de CA Enterprise Log Manager para escalar la solucion
y para compartir datos de informes entre ellos sin tener que transportar los
datos fuera de los limites. De este modo, obtiene una vista general de la red al
tiempo que se cumplen las regulaciones sobre el mantenimiento de las
ubicaciones de datos fisicos.

Las actualizaciones de suscripcidén de consultas e informes predefinidos implican
gue ya no tendrd que realizar el mantenimiento de consultas e informes
manualmente. Los asistentes proporcionados le permiten crear sus propias
integraciones personalizadas para las aplicaciones y dispositivos de terceros no
admitidos.
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Arquitectura intedrada
El siguiente diagrama muestra una red de CA Audit tipica con CA Enterprise Log

Manager que equilibra la gestidn del alto volumen de eventos y las funciones de
generacioén de informes basadas en la compatibilidad:
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CA Enterprise Log Manager utiliza un agente de explorador integrado, un
almacenamiento del registro de eventos incrustado y una Unica interfaz para
centralizar y simplificar la recopilacidn de registros. La nueva tecnologia de CA
Enterprise Log Manager junto con una gramatica de eventos comunes permite
gue el rendimiento de eventos sea mas rapido para realizar el almacenamiento
al tiempo que gestiona un mayor numero de origenes de eventos. Un Unico
agente puede gestionar varios conectores para los origenes de eventos,
simplificar las tareas de gestion de agentes y sacar provecho de las
integraciones predefinidas para los origenes de registros de eventos populares o
comunes.
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Confiduracion

En esta implementacion, el servidor de recopilacion de CA Enterprise Log
Manager recibe los eventos syslog, los eventos basados en iTechnology y los
eventos de SAPI Recorder. El servidor de recopilacion recibe eventos de los
origenes de eventos de Windows a través de un agente de CA Enterprise Log
Manager independiente basado en Windows. Puede disponer de varios agentes
implementados en la red, cada uno de los cuales recopila distintos tipos de
datos de eventos a través de sus conectores. De esta forma, podra reducir el
trafico de eventos en la base de datos SEOSDATA vy utilizar las consultas e
informes disponibles en CA Enterprise Log Manager. Un simple cambio de regla
de politica le permite a los clientes de CA Audit enviar eventos recopilados al
servidor de herramientas de datos y al servidor de CA Enterprise Log Manager.

Ademads de un mayor rendimiento, CA Enterprise Log Manager proporciona
consultas e informes predeterminados que le ayudan a cumplir varios
estandares como PCI (DSS) y SOX. Cuando combina las consultas e informes
predefinidos con la implementacidn existente de CA Audit y CA Security
Command Center, puede sacar provecho de sus inversiones en sus soluciones
personalizadas al tiempo que se beneficia de los informes de CA Enterprise Log
Manager y de un mayor rendimiento.

de los adaptadores de CA

Los adaptadores de CA son un grupo de escuchas que reciben eventos de los
componentes heredados como, por ejemplo, clientes de CA Audit, iRecorders y
SAPI Recorders ademas de origenes de eventos que envian eventos a través de
iTechnology de forma nativa.

Defina las opciones de configuracion del adaptador de CA antes de cambiar las
configuraciones de las politicas de CA Audit o de iRecorders. De esta forma, los
procesos de escucha se realizan antes de que lleguen los eventos y, de esta
forma, se evita que los datos de eventos se asignen incorrectamente.
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Si envia eventos a través de un iRecorder a CA Audit o si utiliza un cliente de CA
Audit con iRecorder, usard los adaptadores SAPI de CA Enterprise Log Manager
para recibir eventos. Para enviar eventos a CA Enterprise Log Manager,
modificard una politica existente de CA Audit para los eventos de CA Access
Control. Puede agregar una accién del recopilador o una accién de ruta a una
regla existente.

m  Sicrea una accion del recopilador en una regla de una politica de CA Audit
existente, configure el adaptador de CA del recopilador de SAPI para recibir
los eventos.

m  Sjcrea una accion de ruta en una regla de una politica de CA Audit
existente, configure el adaptador de CA del enrutador de SAPI para recibir
los eventos.

Consulte la documentacién de origenes de SAPI para obtener mas informacidn
sobre codmo volver a realizar la configuracidn para enviar eventos directamente
a CA Enterprise Log Manager.

Si va a instalar un iRecorder independiente o va a utilizar un iRecorder existente,
tendrd que configurar el complemento de eventos de iTech para recibir eventos.
Por ejemplo, utilice este método si no tiene CA Audit instalado pero desea
utilizar un iRecorder de CA para recopilar eventos desde un origen de eventos
admitido. El proceso incluye los siguientes pasos:

m  Configurar el complemento de eventos iTechnology

m  Configurar iRecorder o el producto basado en iTechnology para enviar
eventos directamente al servidor de CA Enterprise Log Manager.

Acerca del recopilador y del enrutador de SAPI

Normalmente, los servicios de SAPI se utilizan para recibir eventos de productos
integrados y clientes de CA Audit. CA Enterprise Log Manager utiliza dos
instancias de servicio de una escucha de SAPI: una instalada en el recopilador de
SAPI; la otra, en el enrutador de SAPI.

Los mddulos de SAPI utilizan el daemon de iGateway para el comando y control.
Los mddulos actian como un enrutador de SAPly un recopilador de SAPly
utilizan puertos estaticos y dindmicos a través del asignador de puertos.
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Utilice el recopilador de SAPI cuando envie eventos desde clientes de CA Audit
para poder utilizar el soporte integrado de conmutacién por error en la accidn
de Audit Collector.

Utilice el enrutador de SAPI cuando envie eventos desde clientes de CA Audit
utilizando la accidn de ruta o cuando envie eventos desde SAPI Recorders o
integraciones que admiten enviar eventos directamente a un cliente de CA
Audit. En este caso, debe configurar el remitente remoto como si el servidor de
CA Enterprise Log Manager fuese el cliente de CA Audit.

La escucha de SAPI abre su propio puerto y escucha pasivamente los nuevos
eventos que se van a enviar. Cada instancia del médulo de SAPI cuenta con su
propia configuracidn que especifica lo siguiente:

m  Puerto en el que se escucha
m  Archivos de asignacidn de datos (DM) que se van a cargar

m  Bibliotecas de cifrado que se van a utilizar

Una vez recibido el evento, el mdédulo lo enviara a la biblioteca de asignaciony,
a continuacion, CA Enterprise Log Manager lo insertara en la base de datos.

Importante: La biblioteca de asignacién de datos puede contener uno o mas
archivos de asignacion con el mismo nombre pero con niumeros de version
diferentes. Los distintos archivos admiten diversos niveles de version del mismo
origen de datos, como un sistema operativo, una base de datos, etc. Es
fundamental que sélo seleccione un archivo de asignacién de versién al
configurar el enrutador o el recopilador de SAPI.

Si los dos archivos con el mismo nombre se encuentran en la lista de archivos de
asignacion seleccionados, el motor de asignacion sélo utilizard el primero de la
lista. Si no se trata del archivo adecuado del flujo de eventos entrantes, el motor
de asignacidn no podra asignar los eventos correctamente. Por el contrario,
podrian generarse consultas e informes que muestran informacién que no
incluye los eventos sin asignar o que no incluye ningin evento.

Configuracion del servicio de recopilador de SAPI
Siga este procedimiento para configurar el servicio de recopilador de SAPI.

Puede modificar las politicas de CA Audit que utiliza acciones del recopilador
para enviar eventos a un servidor de CA Enterprise Log Manager ademas de, o
en lugar de, enviar eventos a la base de datos del recopilador de CA Audit.
Configure este servicio antes de modificar las politicas de Audit para que no se
pierda ningun evento.
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Para configurar el servicio de recopilador de SAPI

1.

2
3
4.
5

Inicie sesién en el servidor de CA Enterprise Log Manager y seleccione la
ficha Administracion.

La subficha Recopilacién de registros se mostrara de forma predeterminada.
Expanda la entrada Adaptadores de CA.

Seleccione el servicio de recopilador de SAPI.

Consulte la ayuda en linea para obtener descripciones de cada campo.

Al terminar, haga clic en Guardar.

Configuracion del servicio de enrutador de SAPI

Siga este procedimiento para configurar el servicio de enrutador de SAPI.

Puede modificar las politicas de CA Audit que utilizan acciones de ruta para
enviar eventos a un servidor de CA Enterprise Log Manager ademas de, o en
lugar de, enviar eventos a otros destinos. También puede redireccionar eventos
de SAPI Recorder para ir directamente a la escucha del enrutador de SAPI
modificando los archivos de configuracién. Configure este servicio antes de
modificar los valores de configuracién de las politicas de Audit o de SAPI
Recorder para que no se pierda ningun evento.

Para configurar el servicio de enrutador de SAPI

1.

vk weN

Inicie sesién en el servidor de CA Enterprise Log Manager y seleccione la
ficha Administracion.

La subficha Recopilacién de registros se mostrara de forma predeterminada.
Expanda la entrada Adaptadores de CA.

Seleccione el servicio de enrutador de SAPI.

Consulte la ayuda en linea para obtener descripciones de cada campo.

Al terminar, haga clic en Guardar.
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Acerca del complemento de eventos iTechnology

El complemento de eventos iTechnology recibe eventos enviados a través del
mecanismo de gestidn de eventos iGateway Configure el complemento de
eventos iTechnology si se cumple alguna de las siguientes condiciones en su
entorno:

m  Cuenta con iRecorders en la red que no tienen clientes de CA Audit en el
mismo sistema

m  Cuenta con otros productos, como CA EEM, que pueden reenviar eventos a

través de iTechnology

Una vez recibido un evento, este servicio lo envia a la biblioteca de asignacion; a
continuacién, CA Enterprise Log Manager inserta el evento asignado en el
almacenamiento del registro de eventos.

Configuracion del complemento de eventos iTechnology

Siga este procedimiento para configurar el complemento de eventos
iTechnology para recibir iRecorders y otros origenes de eventos iTechnology.

Utilice el complemento iTechnology cuando configure un iRecorder
independiente para enviar los eventos a un servidor de CA Enterprise Log
Manager. Configure este servicio antes de configurar o instalar un iRecorder
para que no se pierda ningun evento.

Para configurar el complemento de eventos iTechnology

1. Inicie sesidn en el servidor de CA Enterprise Log Manager y seleccione la
ficha Administracidn

La subficha Recopilacién de registros se mostrara de forma predeterminada.
2. Expanda la entrada Adaptadores de CA.
3. Seleccione el servicio de complemento de eventos iTechnology.

4. Seleccione uno o varios archivos de asignacién de datos (DM) en la lista
Archivos DM disponibles y utilice las flechas para moverlos a la lista
Seleccionar archivos DM.

El servicio de complemento de eventos se preconfigura para incluir la mayor
parte de archivos de asignacidn de datos importantes.

5. Haga clic en Guardar para almacenar los cambios en los archivos de
configuracion del servidor de gestion.
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Envio de eventos de CA Audit a CA Enterprise Log Manader

Puede integrar CA Enterprise Log Manager con su implementacién de CA Audit
existente de las siguientes maneras:

m  Volver a configurar un iRecorder que no esté en el mismo host como cliente
de CA Audit para enviar eventos a CA Enterprise Log Manager

m  Modificar una politica de CA Audit existente para enviar eventos a CA Audit
y a CA Enterprise Log Manager

Configuracion de iRecorder para enviar eventos a CA Enterprise Log Manager

CA Enterprise Log Manager recibe eventos de iRecorders a través de la escucha
del complemento de eventos iTech. Debe configurar la escucha para poder
cambiar la configuracion de iRecorder. Si no lo hace, podria perder datos de
eventos. Una vez configurada la escucha, siga este procedimiento para que
iRecorder envie eventos al servidor de CA Enterprise Log Manager.

Los iRecorders instalados en el mismo equipo que un cliente de CA Audit envian
eventos al cliente directamente. En estos equipos, debe utilizar los adaptadores
del enrutador o el recopilador de SAPI.

Importante: Un iRecorder independiente sélo puede enviar sus eventos a un
Unico destino. Si vuelve a configurar un iRecorder siguiendo el procedimiento
que se indica a continuacion, los eventos sélo se almacenaran en el
almacenamiento del registro de eventos de CA Enterprise Log Manager. Si
necesita conservar eventos en el almacenamiento del registro de eventos y en
la base de datos del recopilador de CA Audit, modifique una accion de regla en
una politica existente o cree una nueva politica para un cliente de CA Audit.
Para configurar iRecorder para que envie eventos a CA Enterprise Log Manader

1. Inicie sesidn en el servidor que aloja el iRecorder como usuario con
privilegios de administrador.

2. Desplacese al directorio de su sistema operativo:

s UNIX o Linux: /opt/CA/SharedComponents/iTechnology

m  Windows: \Archivos de programa\CA\SharedComponents\iTechnology
3. Detenga el servicio o el daemon de iGateway con el siguiente comando:

s UNIX o Linux: ./S99igateway stop

= Windows: net stop igateway
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4. Edite el archivo iControl.conf.
5. Especifique el siguiente valor RouteEvent:
<RouteEvent>true</RouteEvent>

Esta entrada le comunica al iGateway que envie sus eventos, incluidos todos
los eventos de iRecorder, al host del par de etiquetas de RouteHost.

6. Especifique el siguiente valor RouteHost:

<RouteHost>CA ELM hostname</RouteHost>

Esta entrada le comunica al iGateway que envie sus eventos al servidor de
CA Enterprise Log Manager utilizando el nombre DNS.

7. Reinicie el servicio o daemon de iGateway con el siguiente comando:
m  UNIX o Linux: ./S99igateway start
s Windows: net start igateway

Esta accidn obliga a iRecorder a que utilice las nuevas configuraciones y a
que inicie el flujo de eventos desde el iRecorder al servidor de CA Enterprise
Log Manager.

Mas informacion:
Acerca del recopilador y del enrutador de SAPI (en la pagina 248)

Configuracion del servicio de recopilador de SAPI (en la pagina 249)
Configuracion del servicio de enrutador de SAPI (en la pagina 250)

Modificacion de una politica de CA Audit existente para enviar eventos a CA
Enterprise Log Manader

Siga este procedimiento para que un cliente de CA Audit pueda enviar eventos
tanto a CA Enterprise Log Manager como a la base de datos del recopilador de
CA Audit. Al agregar un nuevo destino a las acciones de ruta o del recopilador en
una regla existente, podrd enviar eventos recopilados a ambos sistemas. Como
alternativa, también puede modificar las reglas o politicas especificas para sélo
enviar eventos al servidor de CA Enterprise Log Manager.

CA Enterprise Log Manager recopila eventos de clientes de CA Audit que utilizan
el enrutador de SAPI de CA Audit y las escuchas del recopilador de SAPI de CA
Audit. Los eventos recopilados se almacenan en el almacenamiento del registro
de eventos de CA Enterprise Log Manager sdlo después de que envie la politica a
los clientes y de que pase a estar activa.
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Importante: Debe configurar las escuchas de CA Enterprise Log Manager para
recibir eventos antes de modificar y activar la politica. Si no realiza primero la
configuracion, es posible que los eventos no se asignen correctamente si éstos
llegan después de que la politica esté activa y antes de que las escuchas puedan
asignar los eventos correctamente.

Para modificar una accion de redla de una politica existente y enviar eventos a
CA Enterprise Log Manader

1.

Inicie sesién en el servidor de Policy Manager y acceda a la ficha Mis
politicas en el panel izquierdo.

Expanda la carpeta de politicas hasta ver la politica deseada.

Haga clic en la politica para mostrar la informacién bdsica en el panel de
detalles de la derecha.

Haga clic en Editar en el panel de detalles para agregar las reglas de la
politica. Se iniciara el asistente para reglas.

Haga clic en Editar acciones al lado de la flecha del paso tres del asistente.
Se mostrara la pdagina de las acciones de regla del asistente.

Haga clic en la accidn del recopilador en el panel Examinar acciones de la
izquierda. Se mostrara la lista de acciones a la derecha.

También puede utilizar la accion de ruta para crear una regla que envie
eventos a un servidor de CA Enterprise Log Manager.

Haga clic en Nueva para crear una nueva regla.

Introduzca la direccidn IP o el nombre de host del servidor de recopilacion
de CA Enterprise Log Manager.

En las implementaciones de CA Enterprise Log Manager con dos o mas
servidores, puede introducir una direccién IP o un nombre de host de CA
Enterprise Log Manager distinto en el campo Nombre de host alternativo
para poder utilizar la funcién de conmutacién por error automatica de
<Aus>. Si el primer servidor de CA Enterprise Log Manager no esta
disponible, CA Audit enviara eventos automaticamente al servidor
nombrado en el campo Nombre de host alternativo.
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9. Introduzca el nombre del servidor de gestién de CA Enterprise Log Manager
en el campo Nombre de host alternativo y, a continuacidn, cree una
descripcién para esta nueva regla de accion.

10. Desactive la casilla de verificacion Realizar esta accidn en el servidor
remoto, si esta activada.

11. Haga clic en Agregar para guardar la nueva accion de regla y, a continuacién,
haga clic en Finalizar en la ventana del asistente.

12. Seleccione la ficha Reglas en el panel inferior derecho y, a continuacion,
seleccione una de las reglas que desee marcar.

13. Haga clic en Comprobar politicas para comprobar la regla cambiada con las
nuevas acciones y para garantizar que se compile correctamente.

Realice las modificaciones necesarias en la regla y compruebe que se ha
compilado correctamente antes de activarla.

14. Haga clic en Activar para distribuir la politica marcada que contiene las
nuevas acciones de regla agregadas.

15. Repita este procedimiento en cada regla y politica con los eventos
recopilados que desee enviar a CA Enterprise Log Manager.

Mas informacion:

Acerca del recopilador y del enrutador de SAPI (en la pagina 248)
Configuracion del servicio de recopilador de SAPI (en la pagina 249)
Configuracion del servicio de enrutador de SAPI (en la pagina 250)

Modificacion de una politica de r8SP2 existente para enviar eventos a CA
Enterprise Log Manager

Siga este procedimiento para que un cliente de CA Audit r8 SP2 pueda enviar
eventos tanto a CA Enterprise Log Manager como a la base de datos del
recopilador de CA Audit. Al agregar un nuevo destino a las acciones de ruta o del
recopilador en una regla existente, podra enviar eventos recopilados a ambos
sistemas. Como alternativa, también puede modificar las reglas o politicas
especificas para sdlo enviar eventos al servidor de CA Enterprise Log Manager.

Si desea obtener mas informacién acerca de las politicas, consulte la Guia de
implementacion de CA Audit r8 SP2. Consulte esta guia para obtener mas
informacién acerca de como seguir los pasos adecuados en el procedimiento
gue se indica a continuacion.
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CA Enterprise Log Manager recopila eventos de clientes de CA Audit que utilizan
el enrutador de SAPI de CA Audit y las escuchas del recopilador de SAPI de CA
Audit. Los eventos recopilados se almacenan en el almacenamiento del registro
de eventos de CA Enterprise Log Manager sdlo después de que envie la politica a
los clientes y de que pase a estar activa.

Importante: Debe configurar las escuchas de CA Enterprise Log Manager para
recibir eventos antes de modificar y activar la politica. Si no realiza primero la
configuracion, es posible que los eventos no se asignen correctamente si éstos
llegan después de que la politica esté activa y antes de que las escuchas puedan
asignar los eventos correctamente.

Para modificar una accion de regla de una politica de r8 SP2 existente para
enviar eventos a CA Enterprise Log Manader

1. Inicie sesién en el servidor de Policy Manager como usuario con la funcion
de creador.

2. Acceda a la funcion que desee editar expandiendo la carpeta del panel de
politicas y seleccionando la politica adecuada.

La politica aparecerd en el panel de detalles y mostrara sus reglas.
3. Hagaclic en laregla que desee editar.

La regla aparecera, junto con sus acciones, en el panel de detalles.
4. Haga clic en Editar.

Aparecera el asistente de edicion de reglas.

5. Utilice el asistente de edicidn de reglas para cambiar la regla de modo que
envie eventos al servidor de CA Enterprise Log Manager (por ejemplo, a
otros destinos o a nuevos destinos) y haga clic en Finalizar cuando termine.

6. Marque y confirme la politica como usuario creador para que pueda ser
aprobada por un usuario con la funcidén de comprobador.

7. Cierre sesidny, a continuacion, vuelva a iniciar sesién en el servidor de
Policy Manager como usuario con la funcidn de comprobador si su empresa
utiliza la funcidn de segregacion de obligaciones.
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8. Revise y apruebe la carpeta de politicas que contenga la regla y la politica
cambiadas.

Una vez aprobada la politica, la configuracion del servidor de distribucién de
Policy Manager determina en qué momento se distribuird la nueva politica a
los nodos de auditoria. Puede revisar el registro de activacién para
comprobar el estado de activacion de una politica.

9. Repita este procedimiento en cada regla y politica con los eventos
recopilados que desee enviar a CA Enterprise Log Manager.

Cuando importar eventos

Si cuenta con un servidor de herramientas de datos de CA Audit existente con
una base de datos de recopilacidn, dispondra de una tabla SEOSDATA que
contiene datos de eventos. Para ejecutar los sistemas de CA Audit y de CA
Enterprise Log Manager conjuntamente y ver informes sobre los datos
recopilados, es posible que desee importar datos de la tabla SEOSDATA.

Puede ejecutar la utilidad de importacion SEOSDATA para realizar una
importacion de los datos de eventos desde la base de datos de recopilacion al
almacenamiento del registro de eventos de CA Enterprise Log Manager.
Normalmente, importa datos de eventos inmediatamente después de
implementar un servidor de CA Enterprise Log Manager. Si esta integrando los
dos sistemas, puede realizar la importacién de datos mas de una vez en funcién
de la configuracion de uso y de red.

Nota: La importacién de datos de la tabla SEOSDATA no elimina ni modifica
ningun dato almacenado aqui. El procedimiento de importacién copia los datos,
los analiza y los asigna al almacenamiento del registro de eventos de CA
Enterprise Log Manager.

Acerca de la utilidad de importacion SEOSDATA

La utilidad de importacién, LMSeoslmport, utiliza una interfaz de linea de
comandos y admite los sistemas operativos Windows y Solaris. La utilidad
realiza las siguientes acciones:

m  Se conecta a la tabla SEOSDATA para extraer eventos de la forma
especificada

m  Analiza los eventos SEOSDATA seleccionados en pares de nombre y valor

Apéndice A: Consideraciones para los usuarios de CA Audit 257



Cuando importar eventos

m  Envia los eventos al servidor CA Enterprise Log Manager a través del
patrocinador de eventos de SAPI o de iTech para insertarlos en el
almacenamiento del registro de eventos

Los eventos se asignan a la gramatica de eventos comunes (CEG) que forma la
base de las tablas de bases de datos del almacenamiento del registro de
eventos. A continuacién, puede utilizar las consultas e informes predefinidos
para recopilar la informacién de los eventos almacenados.

Importacion desde una tabla Live SEOSDATA

No se recomienda ejecutar la utilidad LMSeosImport con una tabla Live
SEOSDATA, aunque a veces puede resultar inevitable. Si debe ejecutar la
utilidad con una base de datos activa, la utilidad sélo importara una
determinada seccién de datos. Esto se debe a que los eventos agregados a la
base de datos después de iniciarse la utilidad LMSeoslmport no se importan
durante la sesién de importacién.

Por ejemplo, si no especifica los parametros -minid y -maxid en la linea de
comandos, cuando se inicie la utilidad, se realizard la consulta de los ID de
entrada minimos y maximos existentes en la base de datos. La utilidad basa las
consultas y las actividades de importacidén en estos valores. Los eventos
introducidos en la base de datos después de iniciarse la utilidad cuentan con ID
de entrada que estan fuera del intervalo, por lo que no se importan.

Cuando finaliza una sesién de importacidn, la utilidad muestra los ultimos ID de
entrada procesados. Es posible que sea necesario ejecutar mas de una sesidn de
importacion para obtener todos los eventos; también puede ejecutar la utilidad
de importaciéon en un momento con una menor actividad de eventos y redes.
Puede ejecutar mas sesiones de importacién, si es necesario, utilizando el ID de
entrada de finalizacidn de la ultima sesién como el valor -minid de la nueva
sesion.
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Importacion de datos desde una tabla SEOSDATA

Siga este proceso para importar datos desde una base de datos de recopilacion
(tabla SEOSDATA) para obtener resultados 6ptimos:

1. Copie la utilidad LMSeosImport en la carpeta iTechnology en un servidor de
herramientas de datos de CA Audit.

Nota: La utilidad LMSeosImport requiere las bibliotecas compatibles etsapi
y etbase que se suministran con el cliente de CA Audit.

2. Estudie el funcionamiento de las opciones y de la linea de comandos de
LMSeosimport.

3. Cree uninforme de eventos para detectar tipos de eventos, recuentos e
intervalos de ID de entrada.

4. Previsualice los resultados de la importacion con los parametros que piensa
utilizar.

Si es necesario, puede previsualizar de nuevo la importacién para refinar las
opciones de la linea de comandos.

5. Importe eventos desde una base de datos de recopilacién utilizando las
opciones refinadas de la linea de comandos.

Copia de la utilidad de importacion a un servidor de herramientas de datos de
Windows

Para poder importar datos desde la tabla SEOSDATA, debe copiar la utilidad
LMSeosimport del DVD-ROM de instalacion de la aplicacién de CA Enterprise
Log Manager en el servidor de herramientas de datos de Solaris.

Nota: La utilidad LMSeoslmport requiere la presencia de bibliotecas etsapi y
etbase. Estos archivos forman parte de la instalacion basica del servidor de
herramientas de datos. Para utilizar |a utilidad LMSeosImport, compruebe que
el directorio de instalacion de CA Audit esté incluido en la instruccién PATH del
sistema. El directorio predeterminado es opt/CA/eTrustAudit/bin.

Para ejecutar la utilidad, establezca las siguientes variables del entorno con el
comando env:

= ODBC_HOME=<directorio de instalacion de herramientas de datos de CA
Audit>/odbc

m  ODBCINI=<directorio de instalacion de herramientas de datos de CA
Audit>/odbc/odbc.ini

Apéndice A: Consideraciones para los usuarios de CA Audit 259



Importacion de datos desde una tabla SEOSDATA

Para copiar la utilidad

1. Acceda a un simbolo del sistema en el servidor de herramientas de datos de
Solaris.

2. Inserte el DVD-ROM de instalacién de la aplicacidon de CA Enterprise Log
Manager.

3. Desplacese al directorio /CA/ELM/Solaris_sparc.

4. Copie la utilidad LMSeosIlmport en el directorio iTechnology del servidor de
herramientas de datos de CA Audit,
/opt/CA/SharedComponents/iTechnology.

La utilidad estara lista para utilizar después de que la copie en el directorio
designado y establezca las variables del entorno requeridas. No es necesario
ejecutar ninguna otra instalacion.

Copia de la utilidad de importacion a un servidor de herramientas de datos de
Windows

Para poder importar datos desde la tabla SEOSDATA, debe copiar la utilidad
LMSeosimport del DVD-ROM de instalacidn de la aplicacidon de CA Enterprise
Log Manager en el servidor de herramientas de datos de Windows.

Nota: La utilidad LMSeosImport requiere la presencia de las bibliotecas de
vinculos dindmicos etsapi y etbase. Estos archivos forman parte de la instalaciéon
basica del servidor de herramientas de datos. Antes de utilizar la utilidad
LMSeosImport, compruebe que el directorio Archivos de programa\CA\eTrust
Audit\bin esté incluido en la instruccion PATH del sistema.

Para copiar la utilidad

1. Acceda a un simbolo del sistema en el servidor de herramientas de datos de
Windows.

2. Inserte el DVD-ROM de instalacién de la aplicacion de CA Enterprise Log
Manager.

3. Desplacese al directorio \CA\ELM\Windows.

4. Copie la utilidad LMSeosIimport.exe en el directorio de iTechnology del
servidor de herramientas de datos de CA Audit, <unidad>:\Archivos de
programa\CA\SharedComponents\iTechnology.

La utilidad estara lista para utilizar cuando la copie en el directorio
designado. No es necesario ejecutar ninguna otra instalacion.
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Descripcion de la linea de comandos LMSeosImport

La utilidad LMSeosImport proporciona varios argumentos de la linea de
comandos que le permiten controlar los eventos que migran. Cada evento de la
tabla SEOSDATA es una filay cuenta con un ID de entrada Unico para
identificarlo. Puede utilizar la utilidad de importacién para recuperar un informe
gue enumera distintos tipos de datos utiles. El informe enumera los eventos en
la tabla SEOSDATA (como varios ID de entrada), los recuentos de eventos por
tipo de registro y los intervalos de fecha de los eventos. La utilidad proporciona
una opcién de recuperacion en caso de que se produzca un error durante la
importacién de un evento.

También puede ejecutar una tarea de vista previa para ver cuales serian los
resultados de la importacion con una determinada estructura de comandos. Las
tareas de vista previa no importan datos realmente. De esta forma, puede
refinar las opciones de la linea de comandos antes de realizar la migracion real.

Puede ejecutar la utilidad de migracién mads de una vez utilizando distintos
parametros para importar varios tipos de datos. Por ejemplo, puede migrar los
datos en varias sesiones personalizadas en funcion de un determinado intervalo
de ID de entrada, del tipo de registro o de distintos intervalos de fecha.

Nota: La utilidad no proporciona ninglin seguimiento de la importacién de
sesiones anteriores. Es posible duplicar los datos de la base de datos de CA
Enterprise Log Manager si ejecuta el comando con los mismos pardmetros mas
de una vez.

Para obtener resultados éptimos, divida la importacidn por tipo de registro
(utilizando la opcidn -log) o por ID de entrada (utilizando las opciones -minid y -
maxid) para mejorar el rendimiento de la importacién. Utilice la opcion -retry
para realizar la recuperacién de los errores producidos durante la importacién
de eventos. La utilidad emplea un valor predeterminado -retry de 300 segundos
para maximizar el éxito de la importacion.
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Opciones y comando de la utilidad de importacion

La utilidad LMSeosImport admite la siguiente linea de comandos y las siguientes
opciones:

LMSeosImport -dsn dsn name -user user name -password password -target target name
{-sid nnn -eid nnnn -stm yyyy-mm-dd -etm yyyy-mm-dd -log logname -transport
(sapi|itech) -chunk nnnn -pretend -verbose -delay -report -retry}

-dsn

Especifica el nombre del servidor host donde se encuentra la tabla
SEOSDATA. Este parametro es obligatorio.

-user

Especifica un ID de usuario valido que cuenta al menos con acceso de
lectura a la tabla SEOSDATA. Este pardmetro es obligatorio.

-password

Especifica la contrasefia de la cuenta de usuario especificada con el
parametro -usuario Este parametro es obligatorio.

-target

Especifica el nombre de host o la direcciéon IP del servidor de CA Enterprise
Log Manager para recibir los eventos migrados de la tabla SEOSDATA. Este
parametro es obligatorio.

-minid nnnn

Indica el ENTRYID de inicio utilizado al seleccionar eventos de la tabla
SEOSDATA. Este parametro es opcional.

-maxid nnnn

Indica el ENTRYID final utilizado al seleccionar eventos de la tabla
SEOSDATA. Este parametro es opcional.

-mintm YYYY-MM-DD

Indica el periodo de inicio (con formato AAAA-MM-DD) en el que se realiza
la seleccién de eventos de la tabla SEOSDATA. Este parametro es opcional.

-maxtm YYYY-MM-DD

Indica el periodo de finalizacion (con formato AAAA-MM-DD) en el que se
realiza la seleccién de eventos de la tabla SEOSDATA. Este parametro es
opcional.
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-log logname

Especifica que la utilidad sélo debe seleccionar los registros de eventos con
este nombre de registro especificado. Este pardmetro es opcional. Si el
nombre de registro contiene espacios, deben utilizarse comillas dobles.

-transport <sapi | itech >

Especifica el método de transporte que se debe utilizar entre la utilidad de
importacion y CA Enterprise Log Manager. El método de transporte
predeterminado es SAPI.

-chunk nnnn

Especifica el nimero de registros de eventos que se deben seleccionar de la
tabla SEOSDATA en cada transferencia. El valor predeterminado es de
5000 eventos (filas). Este pardmetro es opcional.

-preview

Genera los resultados de las selecciones de registros de eventos en STDOUT,
pero no importa los datos. Este parametro es opcional.

-port

Especifica el nimero de puerto que se debe utilizar si establece la opcién de
transporte como SAPI y si ha configurado el enrutador de SAPI de CA
Enterprise Log Manager para que utilice un valor de puerto fijo (sin utilizar
el asignador de puertos).

-verbose

Especifica que la utilidad envie mensajes de procesamiento detallados a
STDOUT. Este parametro es opcional.

-delay

Especifica los segundos que se debe esperar entre el procesamiento de cada
evento. Este pardmetro es opcional.

-report

Muestra un informe del intervalo de tiempo, intervalo de ENTRYID y
recuentos de registros en la tabla SEOSDATA. Este parametro es opcional.
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-retry

Especifica los segundos totales en los que se realizan reintentos de conexion
cada vez que se produce un error durante la importacion de un evento. El
procesamiento continla cuando el envio del evento vuelve a ser correcto.
La utilidad utiliza automdticamente un valor predeterminado de

300 segundos. No es necesario introducir el parametro a no ser que desee
especificar un valor diferente. Los mensajes relacionados con el estado de
reintento se envian a STDOUT.

Ejemplos de lineas de comandos de LMSeosImport

Puede utilizar los siguientes ejemplos de lineas de comandos para crear un
comando personalizado al utilizar la utilidad de importacion SEOSDATA.

Para ejecutar una importacion de redistros entre ENTRYIDs 1000 y 4000

Introduzca esta linea de comandos:

LMSeosImport —dsn eAudit DSN —user sa —password sa —target 130.200.137.192 —
minid 1000 —maxid 4000

Para ejecutar una importacion de redistros sélo para eventos de NT-Application

Introduzca esta linea de comandos:

LMSeosImport —dsn eAudit DSN —user sa —password sa —target 130.200.137.192 —
log NT-Application

Creacion de informes de eventos

La ejecucion de un informe de eventos de SEOSDATA antes de realizar la
importacion real de datos le proporciona la informacion necesaria acerca de los
eventos de la tabla. El informe muestra el intervalo de tiempo de eventos, el
recuento de eventos por tipo de registro y el intervalo de ID de entrada. Puede
utilizar los valores que se muestran en el informe para refinar las opciones de
linea de comandos de un comando de vista preliminar o de un comando de
importacion real.
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Para mostrar la informacion de eventos de SEOSDATA actual en Windows

1. Acceda a un simbolo del sistema en el servidor de herramientas de datos de
CA Audit.

2. Desplacese al directorio \Archivos de
programa\CA\SharedComponents\iTechnology.

3. Introduzca esta linea de comandos:

LMSeosImport —dsn eAudit DSN —user sa —password sa -target
<Log Manager host name> —report

El informe generado es similar al siguiente ejemplo:

SEOSProcessor: :InitOdbc: conectado correctamente a origen [eAudit DSN]

TIEMPO minimo
TIEMPO maximo

2007-08-27
2007-10-06

com.ca.iTechnology.iSponsor : 3052
EiamSdk : 1013

NT-Application : 776

NT-System : 900

ENTRYID minimo: 1
ENTRYID maximo: 5741

Informe finalizado.

Vista previa de resultados de importacion

Puede ejecutar una importacién de prueba con resultado en STDOUT para
obtener una vista previa de los resultados de importacién sin importar ni migrar
datos. Es una buena forma de probar los parametros de la linea de comandos
introducidos para realizar una migracion de una sola vez o para realizar una
tarea programada de lotes de importacion.
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Para ejecutar una informacion de prueba y obtener una vista previa de los
resultados de importacion

1.

Acceda a un simbolo del sistema en el servidor de herramientas de datos de
CA Audit.

Desplacese al siguiente directorio:

Solaris: /opt/CA/SharedComponents/iTechnology

Windows: \Archivos de programa\CA\SharedComponents\iTechnology
Introduzca esta linea de comandos:

En Solaris:

./LMSeosImport.sh —dsn eAudit DSN —user sa —password sa —target
<Log Manager host name or IP> —minid 1000 —maxid 4000 -preview

En Windows:

LMSeosImport.exe —dsn eAudit DSN —user sa —password sa —target
<Log Manager host name or IP> —minid 1000 —maxid 4000 -preview

Importacion de eventos desde una base de datos del recopilador de Windows

Puede seguir este procedimiento para importar datos de eventos desde una
base de datos del recopilador que se encuentra en un servidor de herramientas
de datos de Windows.

Para importar eventos desde una tabla SEOSDATA en un servidor de Windows

1.
2.

Localice el nombre del servidor en el que se encuentra la tabla SEOSDATA.

Compruebe que dispone de las credenciales de acceso de usuario del
servidor con, al menos, acceso de lectura a la tabla SEOSDATA.

Acceda a un simbolo del sistema en el servidor de herramientas de datos de
CA Audit.

Desplacese al directorio \Archivos de programa\CA\Shared
Components\iTechnology.

Inicie la utilidad de importacién utilizando la siguiente sintaxis de
comandos:

LMSeosImport.exe -dsn <dsnname> -user <UID> -password <password> -target
<targethostname> <optional flags>
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Importacion de eventos desde una base de datos del recopilador de Solaris

Puede seguir este procedimiento para importar datos de eventos desde una
base de datos del recopilador que se encuentra en un servidor de herramientas
de datos de Solaris.

Para importar eventos desde una tabla SEOSDATA en un servidor Solaris

1. Localice el nombre del servidor en el que se encuentra la tabla SEOSDATA.

2. Compruebe que dispone de las credenciales de acceso de usuario del
servidor con, al menos, acceso de lectura a la tabla SEOSDATA.

3. Acceda a un simbolo del sistema en el servidor de herramientas de datos de
CA Audit.

4. Desplacese al directorio /opt/CA/SharedComponents/iTechnology.

5. Inicie la utilidad de importacion utilizando la siguiente sintaxis de
comandos:

./LMSeosImport -dsn <dsnname> -user <UID> -password <password> -target
<targethostname> <optional flags>
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Apéndice B: Consideraciones para los
usuarios de CA Access Control

Esta seccidn contiene los siguientes temas:

Integracién con CA Access Control (en la pagina 269)

Modificacién de las politicas de CA Audit para enviar eventos a CA Enterprise
Log Manager (en la pagina 271)

Configuracidn de un iRecorder de CA Access Control para enviar eventos a CA
Enterprise Log Manager (en la pagina 279)

Importacién de eventos de CA Access Control desde una base de datos del
recopilador de CA Audit (en la pagina 283)

Integracion con CA Access Control

Puede integrar CA Enterprise Log Manager con CA Access Control utilizando uno
de diversos niveles de version. El proceso general es el siguiente:

En el caso de versiones de CA Access Control que empleen un servidor de
mensajes TIBCO para el enrutamiento de eventos, lleve a cabo lo siguiente:

m  [nstale un agente de CA Enterprise Log Manager.

= Configure un conector que utilice el conector
AccessControl_R12SP1_TIBCO_Connector.

En el caso de CA Access Control r12.5, consulte la Guia de implementacion de CA
Access Control r12.5 y la Guia de conectores de CA Enterprise Log Manager CA
Access Control.

En el caso de CA Access Control r12. SP1, consulte la Guia de implementacidn de
CA Access Control r12 SP1, 3.9 edicion, asi como la <Guia de conectores de CA
Enterprise Log Manager para CA Access Control.

Nota: Estas implementaciones emplean componentes que forman parte de las
ediciones Premium de CA Access Control.
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En el caso de versiones de CA Access Control que empleen selogrd para el
enrutamiento de eventos, lleve a cabo lo siguiente:

m [nstale un agente de CA Enterprise Log Manager.

m  Configure un conector que utilice la integracion ACSelogrd.

Si desea obtener mas informacién acerca de la configuracién de un conector
para recopilar eventos de CA Access Control, consulte la Guia de conectores de
CA Access Control r8 SP1.

Si envia eventos de CA Access Control a CA Audit, siga uno de estos métodos
para hacer llegar los eventos a CA Enterprise Log Manager:

m  Modifique una politica de CA Audit existente para enviar eventos a CA Audit
y a CA Enterprise Log Manager si utiliza un iRecorder de CA Audit para
recopilar eventos. También puede modificar la politica para enviar eventos
solo al servidor de CA Enterprise Log Manager si lo desea.

m  Configure el archivo control.conf de un iRecorder para enviar eventos
directamente a CA Enterprise Log Manager.

Nota: Si dispone de una versién de eTrust Access Control que no admite
iRecorders, puede enviar eventos directamente al enrutador de CA Audit. Si
desea obtener mas informacidn, consulte la informacidn de integracion de CA
Audit en la Guia del administrador de eTrust Access Control r5.3.

Las directrices siguientes emplean r8 SP2-series para la interfaz de usuario de
Policy Manager. Los procedimientos generales son los mismos que al emplear
versiones anteriores de CA Audit, aunque la interfaz de usuario es distinta.
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Modificacion de las politicas de CA Audit para enviar eventos a
CA Enterprise Log Manader

El proceso de modificar una politica de CA Audit existente para enviar eventos a
CA Enterprise Log Manager implica los siguientes pasos:

m  Recopile la siguiente informacion:

m  Compruebe que cuenta con credenciales de usuario de CA Audit Policy
Manager para crear, comprobar y activar politicas.

m Obtenga la direccidn IP o el nombre de host requeridos para acceder a
la interfaz de usuario del administrador de Audit. La URL para acceder a
la aplicacidn Web del servidor de Policy Manager r8 SP2-series tiene la
estructura siguiente:

https://<IP _address of CA Audit PM>:5250/spin/auditadmin

m  Configure el recopilador de SAPI o el servicio de enrutador de SAPI de CA
Enterprise Log Manager en funcidon de como desee crear la accidn de regla.

Si va a crear una accion del recopilador, configure el recopilador de SAPI. Si
va a configurar una accién de ruta, configure el enrutador de SAPI.

Nota: El ejemplo de esta seccidn utiliza la accién del recopilador.

m  Localice y modifique una politica de CA Access Control existente para enviar
eventos a CA Enterprise Log Manager.

m  Compruebe y active la politica modificada para distribuirla a los nodos de
auditoria.

Repita este proceso para agregar nuevas acciones de regla a otras reglas de
politicas, segun sea necesario.

Mas informacion:

Acerca del recopilador y del enrutador de SAPI (en la pagina 248)
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Configuracion del adaptador del recopilador de SAPI para recibir eventos de CA
Access Control

Siga este procedimiento para configurar el adaptador del recopilador de SAPI
para recibir eventos de CA Access Control de una implementacion de CA Audit.

Puede modificar las politicas de CA Audit que utiliza acciones del recopilador
para enviar eventos a un servidor de CA Enterprise Log Manager ademas de, o
en lugar de, enviar eventos a la base de datos del recopilador de CA Audit.
Configure este servicio antes de modificar las politicas de CA Audit para
asegurarse de que no se pierda ningln evento.

(Puede configurar un servicio de enrutador de SAPI de forma muy similar. Si
utiliza los servicios de enrutador y recopilador, asegurese de que los puertos
enumerados son distintos o de que estdn controlados por el servicio del
asignador de puertos.)

Para configurar el servicio de recopilador de SAPI

1. Inicie sesidn en el servidor de CA Enterprise Log Manager como usuario
Administrator y seleccione la ficha Administracion.

La subficha Recopilacién de registros se mostrara de forma predeterminada.

2. Expanda la entrada Adaptadores de CA.

Consultas e informes Informes programados Gestion de alertas Administracion

+ Recopilacion de registros Servicios Gestidon de accesos ¥ usuarios

Explorador de recopilacidn de registros
¥ [ yAadaptadores de CA
] Recopiladar de SAPI de CA Audit
] Enrutadaor de SAPI de CA Audit
P[] Complemento de evento de iTechnolagy
» [ ] Biblioteca de refinamiento de eventos
» ] Consulta de catdlogo de archivas
» ] Exploradaor de agentes
» [ Parfiles
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3. Seleccione el servicio de recopilador de SAPI

Configuracion del servicio global: CA Audit SAPI Collector

Administracién Eventos autocontrolados

Guardar Restablecer Usar valores predeterminado

Configuracion del servicio global: CA Audit SAPI Collector

@J Visualice o edite los detalles de esta configuracian,

= Requerido
IZI Activar escucha
Puerto SAPI: o @
E Register

Clave de cifrado:

D Ordenar eventos
Limite de eventos: 10000 @
ry

Recuento de subprocesos por cola: 1 ij

Cifrados

ARSZTE
(2
|%| Aesl2s
[z

4. Seleccione la casilla de verificacidn Activar escucha y defina el valor de
puerto SAPI con un valor que coincida con el que utiliza CA Audit.

El valor predeterminado de CA Enterprise Log Manager, 0, emplea el
servicio del asignador de puertos para asignar los puertos. Si ha definido un
puerto en CA Audit, utilice esa configuracion aqui.

5. Acepte el resto de los valores predeterminados del campo y desplacese por
la lista de archivos de asignacion.

Si selecciona la casilla de verificacidon Registrar, especifique un valor de
puerto SAPI.

6. Agregue la entrada del archivo de asignacién de control de acceso si no esta
presente y elimine el resto de selecciones de la lista de archivos de
asignacion seleccionados.

Archivos de asignacion

Hombre 4 | Version Archivo

| AccessCortrol 12.0.5004.0 = AccessControl 12.0.:5004 .0 5
“AccessCortrol_R125P1_TIE| 12.0.5008.0 @ —
ACF2 120465 @ 6’
ACSelogrd 12.0.5006.0 ﬁ
Al _syslog 12.0.50035.0

fpache_2059_to_2280_iRe| 12.0.5003.0

Apache 2039 to 2280 Swel 12050030 ﬂ

7. Haga clic en Guardar.
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Modificacion de una politica de CA Audit existente para enviar eventos a CA
Enterprise Log Manager

Siga este procedimiento para que un cliente de CA Audit pueda enviar eventos
tanto a CA Enterprise Log Manager como a la base de datos del recopilador de
CA Audit. Al agregar un nuevo destino a las acciones de ruta o del recopilador en
una regla existente, podrd enviar eventos recopilados a ambos sistemas. Como
alternativa, también puede modificar las reglas o politicas especificas para sélo
enviar eventos al servidor de CA Enterprise Log Manager.

CA Enterprise Log Manager recopila eventos de clientes de CA Audit que utilizan
el enrutador de SAPI de CA Audit y las escuchas del recopilador de SAPI de CA
Audit. (CA Enterprise Log Manager también puede recopilar eventos
directamente mediante el complemento iTech, siempre que haya configurado
algun iRecorder para enviarlo directamente al servidor de CA Enterprise Log
Manager.) Los eventos recopilados sdélo se guardan en el almacén de registro de
eventos de CA Enterprise Log Manager después de enviar la politica a los
clientes y tras activarla.

Importante: Configure las escuchas de CA Enterprise Log Manager para recibir
eventos antes de modificar y activar la politica. Si no realiza primero esta
configuracion, es posible que los eventos no se asignen correctamente si éstos
llegan después de que la politica esté activa y antes de que las escuchas puedan
asignar los eventos correctamente.

Para modificar una accién de redla de una politica existente y enviar eventos a
CA Enterprise Log Manader

1. Inicie sesidn en el servidor de Policy Manager y acceda a la ficha Mis
politicas en el panel izquierdo.
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2. Expanda la carpeta de politicas hasta ver la politica deseada.

Policy Manager

[ Mis politicas ] Biblioteca de politicas l Biblioteca de plantillas l
= DE

= @ eTrust Access Control Policy

E & suspicious Events

[E] Network Access

[+

= Security Systern

[+

[ sccount Management

[+

[£] Access Wiolations

[+

[£] Logen and Logoff

= Folicy Change
[ Collection Events

3. Haga clic en la politica para mostrar la informacién bdasica en el panel de
detalles de la derecha.

Detalles Nuewva regla l Editar I Eliminarl Ayuda l

Nombre: Suspicious Events
Tipo: Rule
Descripcion: [Suspicious Events ;I

[~

4. Haga clic en Editar en el panel de detalles para agregar reglas a la politica.

Se iniciara el asistente para reglas.

Editar una regla: Informacién [ Atras ][ Siguiente ][ Finalizar][ Cancelar ][ Ayuda |
Editar Editar secuencia R =
@ A srmedin E> de comandos Ei> Editar acciones
Informacion de regla Byuda rapida

Editar el nambre ¥ la descripcidn de la regla. » Editar el nombre v la descripcidn de

Nombre de regla: la reqla,
ISuspicious Events

Descripcidn de la regla:
Suspicious Events ;I
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6.

Haga clic en Editar acciones al lado de la flecha del paso 3.

Aparece la pédgina de las acciones de regla.

Editar una regla: Acciones [Atrés ][ Siguiente ][ Finalizar][ Cancelar][ Ayuda]

E> Editar . E> Editar secuencia @ Editar acciones
informacién de comandos

Examinar acciones m

Exarninar la lista de acciones y crear
acciones para agregarlas a la regla.

G Callectar

B E mail

&eSCC Status Monitor
FExternal Program

rile

E route

& screen
mSecuritg Manitar
& snmp

@Unicenter

Haga clic en la accidn de recopilador en el panel Examinar acciones para
visualizar la lista de acciones a la derecha.

Editar unaregla: Acciones | Atras || Siguiente || Finalizar || Cancelar || Ayuda |

E> Editar ) E> Editar secuencia @I Editar acciones
informacion de comandos

Examinar acciones
Exarninar |a lista de acciones y crear

acciones para agregarlas ala regla.

Nombre de host o Utilizar servidor Parametros Descripcion
direccion IP remoto opcionales p

0 Collector
B E-mail
&ESCC Status Monitar

Fexternal Prograrm

rile

También puede utilizar la accion de ruta, pero la accién del recopilador
ofrece la ventaja de un nombre de host alternativo para el procesamiento
de conmutacién por error basico.
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7. Haga clic en Nuevo para crear una nueva regla.

8. Introduzca la direccion IP o el nombre de host del servidor de recopilacion
de CA Enterprise Log Manager.

Editar una I'eg|a: Acciones Atrés] Siguiente] Finalizar Eancelar] Ayuda
1 > Editar 2> Editar secuencia @ Editar acciones
informacién de comandos
p—

Examinar |a lista de acciones y crear
acciones para agregarlas a la regla.

Nombre de host o direccién IP: |
f] Collector

B E-Mail

Nombre de host alternativo: I

&eSCC Status Monitor Descripcion: I
BEexternal Prograrm
il

§ Route
@3 © servidor definido por grupo de nodos de auditoria
Screen

[T Realizar esta accién en servidor remoto

& servidor:

E Security Monitar
%Snmg
@ Unicenter

Para una implementacién de CA Enterprise Log Manager con dos o mas
servidores, puede introducir un nombre de host de CA Enterprise Log
Manager diferente o una direccién IP distinta en el campo Nombre de host
alternativo. De este modo, se aprovecha la funcionalidad de conmutacion
por error automatica de CA Audit. Si el primer servidor de CA Enterprise Log
Manager no esta disponible, CA Audit enviara eventos automaticamente al
servidor nombrado en el campo Nombre de host alternativo.

9. Introduzca el nombre del servidor de gestion de CA Enterprise Log Manager
en el campo Nombre de host alternativo y, a continuacidn, cree una
descripcidn para esta nueva regla de accion.

10. Desactive la casilla de verificacién Realizar esta accién en el servidor
remoto, si esta activada.

11. Haga clic en Agregar para guardar la nueva accion de regla y, a continuacion,
haga clic en Finalizar en la ventana del asistente.

Nota: Posteriormente, comprobara y activara la politica, asi que no cierre la
sesion en CA Audit Policy Manager.

Mas informacion:

Modificacién de una politica de r8SP2 existente para enviar eventos a CA
Enterprise Log Manager (en la pagina 255)
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Marcado y activacion de la politica cambiada

Después de cambiar una politica existente para agregar una accion de regla,
marquela (compilela) y, a continuacion, activela.

Para marcar y activar una politica de CA Access Control

1. Seleccione la ficha Reglas en el panel inferior derecho vy, a continuacion,
seleccione una de las reglas que desee marcar.

| Reglas | Grupos de nodos ] Registro de activacidn ]

Actiuarl Desactiuarl Comprobar politicas I Ayuda ]

Esta &5 una vista a nivel de carpetas de la seleccidn actual de Mis politicas, Utilice esta seccidn para
activar y desactivar reglas, asi cormo para comprobar si existen errores en las politicas,

Contenido de AC

| @ eTrust Access Control Policy
(E]Suspicious Events
[ENetwark Access
(E] Outgoing Communication Successful
(] Qutgoing Communication Failed
(E]lIncoming Communication Successful

=l Incoming Communication Failed

eeeeee X

(ElSecurity Systemn

2. Haga clic en Comprobar politicas para comprobar la regla cambiada con las
nuevas acciones y para garantizar que se compile correctamente.

Realice las modificaciones necesarias en la regla y compruebe que se ha
compilado correctamente antes de activarla.

3. Haga clic en Activar para distribuir la politica marcada que contiene las
nuevas acciones de regla agregadas.

4. Repita este procedimiento en cada regla y politica con los eventos
recopilados que desee enviar a CA Enterprise Log Manager.
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Configuracion de un iRecorder de CA Access Control para
enviar eventos a CA Enterprise Log Manader

Puede configurar un iRecorder de CA Access Control independiente para enviar
los eventos que recopila directamente al servidor de CA Enterprise Log Manager
para el almacenamiento y la generacién de informes. El proceso incluye los
siguientes pasos:

1. Configure la escucha del complemento de eventos iTech para recibir
informacién desde un iRecorder de CA Access Control.

2. Descargue e instale un iRecorder de CA Access Control.

3. Configure iRecorder para que envie los eventos recopilados directamente a
CA Enterprise Log Manager.

4. Compruebe que CA Enterprise Log Manager reciba los eventos.

Nota: Un iRecorder sélo puede enviar sus eventos a un destino. Cuando realiza
la configuracién utilizando este procedimiento, el Unico destino sera el servidor
de CA Enterprise Log Manager indicado.

Configuracion del complemento de eventos de iTech para los eventos de CA
Access Control

Antes de volver a configurar un iRecorder para que envie eventos directamente
a CA Enterprise Log Manager, es necesario que configure una escucha para
recibir estos eventos.

Para configurar la escucha

1. Inicie sesidn en el servidor de CA Enterprise Log Manager como usuario con
la funcién de administrador.

2. Acceda a la ficha Administracidn y, a continuacion, expanda el nodo de
adaptadores de CA.

Consultas e informes Informes programados Gestion de alertas Administracion

+ Recopilacion de registros Servicios Gestidon de accesos ¥ usuarios

Explorador de recopilacidn de registros
¥ [ yadaptadores de CA
] Recopiladar de SAPI de CA Audit
] Enrutadaor de SAPI de CA Audit
P[] Complemento de evento de iTechnolagy
» [ ] Biblioteca de refinamiento de eventos
» ] Consulta de catdlogo de archivas
» ] Exploradaor de agentes
» [ Parfiles
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3. Expanda el nodo del complemento de eventos de iTechnology.

4. Seleccione el servidor de CA Enterprise Log Manager actual para mostrar la
configuracion local.

5. Asegurese de que el archivo de asignacién de AccessControl esté primero en
la lista de archivos de asignacion seleccionados para que las operaciones
sean lo mas eficaces posible.

6. Compruebe que el valor Nivel de registro esté establecido como NOTSET
para recopilar todos los niveles de eventos.

7. Hagaclic en Guardar.

Descarda e instalacion de un iRecorder de CA Access Control

Puede recopilar eventos de CA Access Control para enviar a un servidor de CA
Enterprise Log Manager aunque no tenga CA Audit instalado. Cuando recopila
eventos de esta forma, esta utilizando un iRecorder en el modo independiente.
En el sitio Web de soporte de CA puede obtener un iRecorder.

Nota: Los iRecorders sélo son compatibles con CA Access Control r8 y versiones
posteriores.

Para descardar e instalar un iRecorder

1. Acceda al siguiente sitio Web de CA:

https://support.ca.com/irj/portal/anonymous/phpdocs?filePath=0/154/cacirecr8-
certmatrix.html#caacirec

2. Seleccione el iRecorder correspondiente para su version de CA Access
Control.

3. Veay siga las instrucciones de instalacién disponibles en el vinculo de la guia
de integracion de la matriz.
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Configuracion de un iRecorder de CA Access Control independiente

Siga este procedimiento para que iRecorder envie eventos de CA Access Control
a CA Enterprise Log Manager.

Importante: Un iRecorder independiente sélo puede enviar sus eventos a un
Unico destino. Si configura un iRecorder siguiendo el procedimiento que se
indica a continuacidn, todos los iRecorders instalados en este sistema sdlo
enviardn sus eventos al almacenamiento del registro de eventos de CA
Enterprise Log Manager.

Los iRecorders instalados en el mismo equipo que un cliente de CA Audit envian
eventos al cliente directamente. En estos servidores, debe modificar una politica
de CA Audit existente para agregar acciones de regla después de configurar el
recopilador de SAPI de CA Enterprise Log Manager o los adaptadores del
enrutador.

Para confiqurar iRecorder para que envie eventos a CA Enterprise Log Managder

1. Inicie sesidn en el servidor que aloja el iRecorder como usuario con
privilegios de administrador o privilegios raiz.

2. Desplacese al directorio de su sistema operativo:

= UNIX o Linux: /opt/CA/SharedComponents/iTechnology

m  Windows: \Archivos de programa\CA\SharedComponents\iTechnology
3. Detenga el servicio o el daemon de iGateway con el siguiente comando:

= UNIX o Linux: ./S99igateway stop

m  Windows: net stop igateway

Apéndice B: Consideraciones para los usuarios de CA Access Control 281



Configuracion de un iRecorder de CA Access Control para enviar eventos a CA Enterprise Log Manader

4. Edite el archivo iControl.conf.

A continuacidn, aparece un archivo iControl de muestra con las secciones
necesarias para cambiar a negrita:

<?xml version='1.0' encoding='UTF-8' standalone='no'?>

<iSponsor>
<Name>iControl</Name>
<ImageName>iControl</ImageName>
<Version>4.5.0.2</Version>
<DispatchEP>iDispatch</DispatchEP>
<ISType>DSP</ISType>
<Gated>false</Gated>
<PreLoad>true</PreLoad>
<RouteEvent>false</RouteEvent>
<RouteEventHost>localhost</RouteEventHost>
<EventsToCache>100</EventsToCache>
<EventUseHttps>true</EventUseHttps>
<EventUsePersistentConnections>true</EventUsePersistentConnections>
<EventUsePipeline>false</EventUsePipeline>
<StoreEventHost max="10000">localhost</StoreEventHost>
<RetrieveEventHost interval="60">localhost</RetrieveEventHost>
<UID>eflf44ef-r8splcr3596al1052-abcd28-2</UID>
<PublicKey>Public Key Value</PublicKey>
<PrivateKey>Private Key Value</PrivateKey>
<EventsToQueue>10</EventsToQueue>

</iSponsor>

5. Especifique el siguiente valor RouteEvent:
<RouteEvent>true</RouteEvent>

Esta entrada le comunica al iGateway que envie sus eventos, incluidos todos
los eventos de iRecorder, al host del par de etiquetas de RouteEventHost.

6. Especifique el siguiente valor RouteEventHost:

<RouteEventHost>Your CA Enterprise Log Manager hostname</RouteEventHost>

Esta entrada le comunica al iGateway que envie sus eventos al servidor de
CA Enterprise Log Manager utilizando el nombre DNS.

7. Guarde y cierre el archivo.

8. Reinicie el servicio o daemon de iGateway con el siguiente comando:
= UNIX o Linux: ./S99igateway start
= Windows: net start igateway

Esta accidon obliga a iRecorder a que utilice las nuevas configuraciones y a
gue inicie el flujo de eventos desde el iRecorder al servidor de CA Enterprise
Log Manager.
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Importacion de eventos de CA Access Control desde una base
de datos del recopilador de CA Audit

El proceso de importacidn de eventos de CA Access Control desde una tabla
SEOSDATA existente incluye los siguientes pasos:

1. Copie la utilidad LMSeosImport al servidor de herramientas de datos de CA
Audit.

2. Cree uninforme de eventos para determinar si los eventos de CA Access
Control estan presentes en la base de datos.

3. Ejecute una vista previa de la importacion con los parametros especificos de
CA Access Control.

4. Importe los eventos de CA Access Control.

5. Ejecute las consultas y los informes de CA Enterprise Log Manager en los
eventos importados.

Prerrequisitos para la importacion de eventos de CA Access Control

Antes de usar la utilidad LMSeosImport, siga estos pasos:

m  Obtenga una cuenta de usuario de base de datos con al menos acceso de
LECTURA a la tabla SEOSDATA de CA Audit.

m  Copie la utilidad LMSeosImport al servidor de herramientas de datos de CA
Audit.

m  Acceda a un simbolo del sistema en el servidor de herramientas de datos y
desplacese al directorio correspondiente:

Solaris: /fopt/CA/SharedComponents/iTechnology
Windows: \Archivos de programa\CA\SharedComponents\iTechnology

Copia de la utilidad de importacion a un servidor de herramientas de datos de Windows

Para poder importar datos desde la tabla SEOSDATA, debe copiar la utilidad
LMSeosimport del DVD-ROM de instalacion de la aplicacién de CA Enterprise
Log Manager en el servidor de herramientas de datos de Windows.

Nota: La utilidad LMSeoslmport requiere la presencia de las bibliotecas de
vinculos dindmicos etsapi y etbase. Estos archivos forman parte de la instalaciéon
basica del servidor de herramientas de datos. Antes de utilizar la utilidad
LMSeosImport, compruebe que el directorio Archivos de programa\CA\eTrust
Audit\bin esté incluido en la instruccidon PATH del sistema.
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Para copiar la utilidad

1. Acceda a un simbolo del sistema en el servidor de herramientas de datos de
Windows.

2. Inserte el DVD-ROM de instalacién de la aplicacidon de CA Enterprise Log
Manager.

3. Desplacese al directorio \CA\ELM\Windows.

4. Copie la utilidad LMSeosIimport.exe en el directorio de iTechnology del
servidor de herramientas de datos de CA Audit, <unidad>:\Archivos de
programa\CA\SharedComponents\iTechnology.

La utilidad estara lista para utilizar cuando la copie en el directorio
designado. No es necesario ejecutar ninguna otra instalacion.

Copia de la utilidad de importacion a un servidor de herramientas de datos de Windows

Para poder importar datos desde la tabla SEOSDATA, debe copiar la utilidad
LMSeosimport del DVD-ROM de instalacion de la aplicacidon de CA Enterprise
Log Manager en el servidor de herramientas de datos de Solaris.

Nota: La utilidad LMSeoslmport requiere la presencia de bibliotecas etsapi y
etbase. Estos archivos forman parte de la instalaciéon basica del servidor de
herramientas de datos. Para utilizar la utilidad LMSeosImport, compruebe que
el directorio de instalacion de CA Audit esté incluido en la instruccién PATH del
sistema. El directorio predeterminado es opt/CA/eTrustAudit/bin.

Para ejecutar la utilidad, establezca las siguientes variables del entorno con el
comando env:

m  ODBC_HOME=<directorio de instalacion de herramientas de datos de CA
Audit>/odbc

m  ODBCINI=<directorio de instalacion de herramientas de datos de CA
Audit>/odbc/odbc.ini
Para copiar la utilidad

1. Acceda a un simbolo del sistema en el servidor de herramientas de datos de
Solaris.

2. Inserte el DVD-ROM de instalacién de la aplicacion de CA Enterprise Log
Manager.

3. Desplacese al directorio /CA/ELM/Solaris_sparc.
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4. Copie la utilidad LMSeoslmport en el directorio iTechnology del servidor de
herramientas de datos de CA Audit,
/opt/CA/SharedComponents/iTechnology.

La utilidad estara lista para utilizar después de que la copie en el directorio
designado y establezca las variables del entorno requeridas. No es necesario
ejecutar ninguna otra instalacién.

Creacion de un informe de eventos de SEOSDATA para los eventos de CA Access
Control

Para determinar si una tabla SEOSDATA existente contiene eventos de CA
Access Control y para seleccionar un método de importacién, debe ejecutar un
informe de eventos. El nombre de registro de los eventos de CA Access Control
es eTrust Access Control. El informe enumera todos los eventos en la base de
datos separados por sus nombres de registro. La forma mas sencilla de importar
eventos de CA Access Control es importarlos en funcidn de su nombre de
registro.
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Para crear un informe de eventos

1.

Cree un informe de eventos para ver los eventos de CA Access Control
presentes en la tabla SEOSDATA.

LMSeosImport —dsn My Audit DSN —user sa —password sa —report

Después de realizar el procesamiento, la utilidad mostrarad un informe
semejante al que se muestra a continuacion:

Importacién iniciada el viernes, 2 de enero de 2009, a las 15:20:30

Transporte no especificado, restableciendo a SAPI...
Preparando conexiones de ODBC...

Conectado correctamente a origen [My Audit DSN]

TIEMPO minimo
TIEMPO minimo

2008-05-27
2009-01-02

Unix: 12804

ACF2: 1483

eTrust AC: 143762
com.ca.iTechnology.iSponsor: 66456
NT-Application: 5270
CISCO PIX Firewall: 5329
MS IIS: 6765

Netscape: 530

RACF: 14

Apache: 401

N/A: 28222

SNMP- recorder: 456

Check Point FW-1: 1057
EiamSdk: 2790

MS ISA: 609

ORACLE: 2742

eTrust PCM: 247
NT-System: 680

eTrust Audit: 513
NT-Security: 14714
Dispositivo CISCO: 41436
SNORT: 1089
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ENTRYID minimo: 1
ENTRYID maximo: 10000010243

Informe finalizado.
Desconectado correctamente de origen [My Audit DSN]

Saliendo de importacién...

Revise el informe para comprobar que los eventos de CA Access Control
estén presentes.

La linea en negrita de este extracto de informe muestra que hay eventos de
CA Access Control en esta tabla SEOSDATA.

Unix: 12804

ACF2: 1483

eTrust AC: 143762
com.ca.iTechnology.iSponsor: 66456
NT-Application: 5270

Vista previa de una importacion de eventos de CA Access Control

Puede utilizar la vista previa de importacién para ajustar los parametros de
importacion. Este ejemplo muestra dos tipos de vista previa que se basan en la
importacion de eventos a partir de un periodo de tiempo especifico. El ejemplo
da por hecho lo siguiente:

El servidor de herramientas de datos de CA Audit reside en un equipo
Windows.

El nombre de la base de datos de la tabla SEOSDATA es My_Audit_DSN.
El nombre de usuario de la base de datos es sa con una contrasefia de sa.

La vista previa de la importacidn sdlo utiliza el nombre de registro como
criterio de busqueda e importacion.

El resultado del comando con la opcidn -preview envia los resultados de
importacion de la muestra a STDOUT (este ejemplo utiliza el valor My_CA-
ELM_Server para representar el nombre del servidor de CA Enterprise Log
Manager).
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Para realizar una vista previa de la importacion

1.

Realice una vista previa de la importacidn de eventos de CA Access Control
con el siguiente comando:

LMSeosImport.exe —dsn My Audit DSN —user sa —password sa -target My CA-
ELM Server —log "eTrust Access Control" -preview

El comando -preview mostrara informacién como la siguiente:

Importacién iniciada el viernes, 2 de enero de 2009, a las 15:35:37

Transporte no especificado, restableciendo a SAPI...

Preparando conexiones de ODBC...

Conectado correctamente a origen [My Audit DSN]

ENTRYID de inicio no especificado, utilizando ENTRYID minimo de 1...
Importacién (vista previa) en ejecucién, espere...

Importacién (vista previa) finalizada (143762 registros en 4 minutos y 12
segundos) .

eTrust AC: 143762
Ultimo EntryId procesado: 101234500
Desconectado correctamente de origen [My Audit DSN]

Saliendo de importacién...

Los resultados de la vista previa muestran que hay un gran nimero de
eventos de CA Access Control que se van a importar. Utilizando este
ejemplo, suponga que sélo necesita importar los eventos que se produjeron
durante un periodo de dos meses. Puede personalizar el comando de vista
previa para importar un grupo de eventos mas pequefio por fecha.
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2. Cambie los pardmetros de importacion para incluir un intervalo de fechay
ejecute de nuevo la vista previa con el siguiente comando:

LMSeosImport.exe —dsn My Audit DSN —user sa —password sa -target My CA-
ELM Server —log "eTrust Access Control" -mintm 2008-11-01 -maxtm 2009-12-31 -
preview

El comando modificado mostrara informacidon como la siguiente:

Importacién iniciada el viernes, 2 de enero de 2009, a las 15:41:23

Transporte no especificado, restableciendo a SAPI...

Preparando conexiones de ODBC...

Conectado correctamente a origen [My Audit DSN]

ENTRYID de inicio no especificado, utilizando ENTRYID minimo de 1...
Importacién (vista previa) en ejecucién, espere...

Importacién (vista previa) finalizada (143762 registros en 4 minutos y 37
segundos) .

eTrust AC: 2349
Ultimo EntryId procesado: 5167810102
Desconectado correctamente de origen [My Audit DSN]

Saliendo de importacién...

Esta importacién muestra los resultados del intervalo de fecha en un
subconjunto mas pequefio de eventos que se van a importar. Ahora esta
listo para ejecutar la importacion real.

Mas informacion:

Descripcion de la linea de comandos LMSeosimport (en la pagina 261)
Vista previa de resultados de importacidn (en la pagina 265)
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Importacion de eventos de CA Access Control

Después de ejecutar el informe de eventos y una vista previa de importacion,
estara listo para importar eventos de CA Access Control desde la tabla
SEOSDATA.

Para importar eventos de CA Access Control

Utilice el comando de la vista previa sin la opcidn -preview para recuperar los
eventos de CA Access Control del intervalo de fecha especificado:

LMSeosImport.exe —dsn [My Audit DSN] —user sa —password sa -target [My-CA-ELM-
Server] —log "eTrust Access Control" -mintm 2008-11-01 -maxtm 2009-12-31

La utilidad mostrara resultados como los siguientes:

Importacién iniciada el viernes, 2 de enero de 2009, a las 15:41:23

Transporte no especificado, restableciendo a SAPI...

Preparando conexiones de ODBC...

Conectado correctamente a origen [My Audit DSN]

ENTRYID de inicio no especificado, utilizando ENTRYID minimo de 1...
Importacién (vista previa) en ejecucién, espere...

Importacién (vista previa) finalizada (143762 registros en 5 minutos y 18
segundos) .

eTrust AC: 2241
Ultimo EntryId procesado: 5167810102
Desconectado correctamente de origen [My Audit DSN]

Saliendo de importacidn...
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Mas informacion:

Descripcion de la linea de comandos LMSeosImport (en la pagina 261)
Importacién de eventos desde una base de datos del recopilador de Windows
(en la pagina 266)

Importacién de eventos desde una base de datos del recopilador de Solaris (en
la pagina 267)

Visualizacion de consultas e informes para ver eventos de CA Access Control

CA Enterprise Log Manager proporciona una serie de consultas e informes para
examinar los eventos recopilados de CA Access Control. Siga el procedimiento

gue se indica a continuacidn para acceder a las consultas e informes de CA
Access Control.

Para acceder a las consultas de CA Access Control

1. Inicie sesidn en el servidor de CA Enterprise Log Manager como usuario con
derechos para ver las consultas y los informes.

2. Acceda a la subficha Consultas en la ficha Consultas e informes, si todavia

NO aparece.

Consultas e informes Informes programados
| - Consultas Informes Favoritos
Filtro de etiquetas de consulta E
LAl | S F]
Buscar:

dackion Alerts [45] | = |
A Access Control [200] 'EJ
A Identity Manager [140]

oA SiteMinder [138]
dconfiguration Management [43]

JCaontent Security [6]

dData Access [113] =

1 imdn A nnemmsslan
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3. Hagaclic en la etiqueta de consultas de CA Access Control para mostrar las
consultas disponibles en una lista situada a la izquierda.

Lista de consultas
Opciones - |C® |

Buscar:

Sesiones de acceso a los recursos por accidn ki
=l Resumen de las sesiones de acceso a los recurso
Sesiones de acceso a los recursos por host criticos
Sesiones de acceso a los recursos por host criticas
Sesiones de acceso a los recursos por host criticos

Detalles de las zesiones de acceszo a los recursos

Fesurmmen de las sesicnes de acceso a los recurso

i 5 5 B B9 &0 & B

Tendencia de las sesiones de acceso a los recursg

B

K14

Sesiones de acceso a los recursos por host
4. Seleccione una consulta para ver los datos de eventos.

Para acceder a los eventos de CA Access Control

1. Inicie sesidn en el servidor de CA Enterprise Log Manager como usuario con
derechos para ver las consultas y los informes.

2. Acceda a la subficha Informes en la ficha Consultas e informes, si todavia no

aparece.

Filtro de etiquetas de informe E:|
Ak | EIER
Buscar:

&bl oo Access Control [60]

JEU Directive - Data Protection [S]
CdrsohIES 2700142 [5]

JIPIPA [5]

pcI [5]
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3. Hagaclic en la etiqueta de informes de CA Access Control para mostrar los
informes disponibles en una lista situada a la izquierda.

Lista de informes ”
Opciones = D
Buscar:

¥ [y Suscripoidn
I]% Seguirmiento de sesidn por host
I]% Sesiones de acceso a los recursos por Fecurso
I]% Sesiones de acceso a los recursos por ejecutor
I]% Sesiones de acceso a los recursos por host
I]% Sesiones de acceso a los recursos por host criticos para el

I]% Sesiones de acceso a los recursos por accdn

4. Seleccione un informe para ver los datos de eventos.
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Apéndice C: Consideraciones de CA IT PAM

Esta seccidn contiene los siguientes temas:

Escenario: Cémo utilizar CA EEM en CA Enterprise Log Manager para la
autenticacién de CA IT PAM (en la pagina 296)

Proceso de implementacién de la autenticacién de CA IT PAM (en la pagina 296)
Prepare la implementacidn de la autenticacién de CA IT PAM en un CA EEM
compartido (en la pagina 298)

Copie un archivo XML en la gestion de CA Enterprise Log Manager (en la pagina
299)

Registrese en CA IT PAM con un CA EEM compartido (en la pagina 299)

Copie el certificado en el servidor de CA IT PAM (en la pagina 301)
Configuracion de contrasefias para las cuentas de usuario de CA IT PAM
predeterminadas (en la pagina 301)

Instalacidn de los componentes de terceros que necesite CA IT PAM (en la
pagina 303)

Instale el dominio de CA IT PAM (en la pagina 304)

Inicio del servicio del servidor de CA ITPAM (en la pagina 305)

Ejecucidn e inicio de sesidn en la consola de servidor de CA IT PAM (en la pagina
306)
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Escenario: Como utilizar CA EEM en CA Enterprise Log Manader
para la autenticacion de CA IT PAM

Este apéndice describe el escenario en el cual desea instalar CA IT PAM en un
servidor de Windows y compartir CA EEM en el servidor de CA Enterprise Log
Manager para la autenticacion. Estos procedimientos completan aquéllos que se
documentan en la Guia de instalacion para la automatizacion de procesos de CA
IT.

Importante: Compartir un CA EEM no se admite en el modo FIPS, de la misma
manera que CA IT PAM no es compatible con FIPS. Si se actualiza el servidor de
CA Enterprise Log Manager al modo FIPS, se producird un error en la integracién
con CA IT PAM.

Nota: Si se desea instalar CA IT PAM en un servidor UNIX, puede bien utilizar
LDAP o un CA EEM local para la autenticacion. La documentacion que
encontrard en este apéndice no va dirigida a usted. En estos ejemplos, no se
comparte el mismo servidor de CA EEM. CA Enterprise Log Manager r12.1 SP1
se puede ejecutar en el modo FIPS y se puede comunicar con CA IT PAM; sin
embargo, estos canales de comunicacion no son compatibles con FIPS.

Para cualquier escenario de instalaciéon, descargue la Guia de instalacion de CA
IT Process Automation Manager r2.1 SP03 desde el sitio Soporte en linea de CA.
Ademas, puede descargar Adobe Acrobat Reader para abrir el documento pdf.

El proceso que permite el uso de CA EEM en CA Enterprise Log Manager para la
autenticacion de CA IT PAM implica dos pasos manuales. Copie un archivo del
servidor de Windows al dispositivo y otro archivo desde éste al servidor de
Windows. En el apéndice se describen estos pasos. No estan explicados en la
documentacién de CA IT PAM.

Proceso de implementacion de la autenticacion de CA IT PAM

El proceso de implementacion de la autenticacion de CA IT PAM mediante CA
EEM en el servidor de CA Enterprise Log Manager de gestidn es el siguiente:

1. Prepdrese para la implementacidn de la autenticacidn de CA IT PAM.

a. Cargue el paquete de instalacion de CA IT PAM en el servidor de
Windows en el cual desee instalar este programa.

b. (Opcional) Cambie la contrasefa predeterminada para el certificado de
itpamcert.p12.
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Proceso de implementacion de la autenticacion de CA IT PAM

Copie el archivo ITPAM_eem.xml del host en el cual desee instalar CA IT
PAM en el dispositivo de CA Enterprise Log Manager que contiene CA EEM.

Registre ITPAM como instancia de la aplicacidn sobre el mismo CA EEM que
utiliza CA Enterprise Log Manager. Si ejecuta el comando safex, se generara
el certificado itpamcert.p12 y la instancia de la aplicacidon de ITPAM con dos
cuentas de usuario, itpamadmin e itpamuser.

Nota: Para obtener ayuda acerca del comando safex, introduzca ./safex.

Copie el archivo itpamcert.p12 del dispositivo de CA Enterprise Log Manager
al host de Windows donde desee instalar el dominio de CA IT PAM.

Busque la aplicacidon de ITPAM y restablezca las contrasefias para
itpamadmin e itpamuser.

Conéctese al servidor de Windows e instale los componentes de terceros a
través de los procedimientos que se describen en la Guia de instalacion de
CA IT Process Automation Manager.

Instale el dominio de CA IT PAM mediante las directrices presentadas en
este apéndice vy las instrucciones de instalacién de CA IT PAM.

Inicie el servicio del servidor de CA ITPAM.

Inicie la consola CA IT PAM e inicie sesion.
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Prepare la implementacion de la autenticacion de CA IT PAM
en un CA EEM compartido

Después de la carga del paquete de instalacién en el servidor de Windows, en el
cual desee instalar el dominio de CA IT PAM, se podra configurar una
contrasefia para el certificado de itpamcert.cer.

Para preparar la implementacion de la autenticacion de CA IT PAM en el
servidor de gestion de CA Enterprise Log Manader

1. Extraiga laimagen iso de CA IT PAM en el host del servidor de Windows
2003 en el cual desee instalar CA IT PAM.

Nota: Podra encontrar la imagen iso de CA IT PAM en el CD 2 del origen de
instalacién de CA IT PAM.

2. (Opcional) Cambie la contrasefia predeterminada para el certificado de IT
PAM.

a. Vaya a la carpeta <install path>\eem.
b. Abra el archivo ITPAM_eem.xml.
c. Reemplace "itpamcertpass" en la linea siguiente:
<Register certfile="itpamcert.pl2" password="itpamcertpass"/>

d. Guarde el archivo.
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Copie un archivo XML en la destion de CA Enterprise Log

Manader

El comando safex genera objetos de seguridad de CA IT PAM a partir del archivo
ITPAM_eem.xml. Se debe copiar este archivo en el dispositivo de CA Enterprise
Log Manager, al cual serd posible acceder durante el procesamiento de safex.

Para copiar el archivo ITPAM_eem.xml en el dispositivo de CA Enterprise Log
Manager

Copie el archivo ITPAM_eem.xml, ubicado en el disco de instalacién de CA IT
PAM, en el dispositivo de CA Enterprise Log Manager que contiene CA EEM. Si
se ha extraido el archivo iso en el servidor de Windows, utilice Winscp para
copiar ITPAM_eem.xml en el directorio /tmp del dispositivo.

m Archivo de origen en el disco de instalacion de CA IT PAM:
ITPAM eem.xml
m Ruta de destino en la gestién de CA Enterprise Log Manager:

/opt/CA/SharedComponents/iTechnology

Registrese en CA IT PAM con un CA EEM compartido

Puede registrarse en CA IT PAM con CA EEM incrustado en el servidor de gestidn
de CA Enterprise Log Manager. El registro con CA EEM agrega objetos de
seguridad de CA IT PAM.

Los objetos de seguridad de CA IT PAM que se agregan a CA EEM durante el
registro incluyen los siguientes:

m Lainstancia de la aplicacién, ITPAM

m Las politicas relacionadas al acceso de CA IT PAM

m  Gruposy Usuarios, incluyendo ITPAMAdmins predeterminado, ITPAMUsers,
itpamadmin, e itpamuser

m  El certificado, itpamcert.p12
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Se pueden crear objetos de seguridad de CA IT PAM en el servidor de gestién de
CA Enterprise Log Manager. Antes de empezar, deberd obtener la contrasefia
caelmadmin, en caso de que la desconozca.

Para registrarse en CA IT PAM con CA EEM en el servidor de gestién de CA
Enterprise Log Manager

1.

Inicie sesién en el dispositivo de CA Enterprise Log Manager mediante ssh,
qgue no responde como el usuario caelmadmin.

Cambie los usuarios a la cuenta raiz.
Su -
Cambie los directorios a la ruta de destino y enumere los contenidos.

cd /opt/CA/SharedComponents/iTechnology
s

Verifique que los archivos siguientes se enumeran:

m ITPAM_eem.xml

m safex

Ejecute el comando siguiente:

./safex -h <ELM hostname> -u EiamAdmin -p <password> -f ITPAM eem.xml

Este proceso crea la aplicacién de CA IT PAM en el servidor de gestion de CA
Enterprise Log Manager, agrega los usuarios predeterminados y genera el
certificado requerido durante la instalacién de CA IT PAM. El certificado se
genera con la contraseiia que ha especificado en el archivo
ITPAM_eem.xml, o si no se modifica, itpamcertpass.

Nota: Para obtener ayuda acerca del comando safex, introduzca ./safex.

Enumere los contenidos del directorio y verifique que itpamcert.cer esta
presente.

Elimine el archivo XML de configuracion de CA IT PAM. Es recomendable por
motivos de seguridad.

rm ITPAM eem.xml
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Copie el certificado en el servidor de CA IT PAM

El proceso de ejecucidon del comando safex desde CA Enterprise Log Manager
para registrar CA IT PAM en CA EEM, genera el certificado itpamcert.p12. Debe
copiar este certificado en el servidor de Windows en el cual desee instalar el
dominio de CA IT PAM. Durante la instalacién del dominio de CA IT PAM, busque
el archivo del certificado.

Para copiar el certificado a partir del dispositivo de CA Enterprise Log Manader
en el servidor de Windows de destino

Copie el archivo itpamcert.p12 desde el dispositivo de CA Enterprise Log
Manager que incluye CA EEM en el host, en el que desee instalar CA IT PAM.
m  Archivo de origen en el servidor de gestién de CA Enterprise Log Manager:
/opt/CA/SharedComponents/iTechnology/itpamcert.pl2
m  Ruta de destino en el servidor de Windows de destino:
<install path>

Nota: Se puede copiar este archivo en la ruta que ha elegido. Seleccione
este archivo desde su ubicacién, siempre que instale el dominio de CAIT
PAM.

Configuracion de contrasenas para las cuentas de usuario de
CA IT PAM predeterminadas

La ejecucion del comando safex crea lo siguiente:
m  Grupos de seguridad CA IT PAM:
- ITPAMAdmins
- ITPAMUsers
m usuarios de CA IT PAM
- itpamadmin con una contrasefia predeterminada
- itpamuser con una contrasefia predeterminada

Se debe restablecer la contraseia para los dos usuarios de CA IT PAM
predeterminados.

Apéndice C: Consideraciones de CAIT PAM 301



Configuracion de contrasefas para las cuentas de usuario de CA IT PAM predeterminadas

Para restablecer las contraseiias para itpamadmin e itpamuser en la aplicacion
de CAIT PAM en CA EEM

1.

Busque la direccidn URL del servidor, en el cual se instala CA EEM utilizado
por CA Enterprise Log Manager, por ejemplo, el servidor de gestion de CA
Enterprise Log Manager:

https://<ELM managementserver>5250/spin/eiam

Aparecera la pantalla de inicio de sesidn de CA EEM. La lista desplegable de
la aplicacidn incluye <Global>, CAELM e ITPAM.

Inicie sesidn en la aplicacion de IT PAM:

a. Seleccione ITPAM como la aplicacién.

b. Escriba EilamAdmin como el nombre de usuario.

c. Especifique la contrasefia para la cuenta de usuario EiamAdmin.
d. Haga clic en Iniciar sesion.

Haga clic en la ficha Gestionar identidades.

En el cuadro de didlogo Buscar usuarios, escriba itpam para Valor y haga clic
enlr.

En la lista apareceran los usuarios siguientes
m itpamadmin

m itpamuser

Restablezca la contrasefia para itpamadmin:

a. Seleccione itpamadmin de la lista y despldcese a Autenticacion en el
panel derecho.

b. Seleccione Restablecer contrasefia.

c. Escriba la contrasefia para esta cuenta en Nueva contrasefia y, escribala
una vez mas en Confirmar contrasefia.

d. Haga clic en Save.
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6. Restablezca la contrasefia para itpamuser:

a. Seleccione itpamuser de la lista y desplacese a Autenticacidn en el panel
derecho.

b. Seleccione Restablecer contrasefia.

c. Escriba la contrasefa para esta cuenta en Nueva contrasefia y, escribala
una vez mas en Confirmar contraseia.

d. Hagaclic en Save.

7. Hagaclic en Cerrar sesion.

Instalacion de los componentes de terceros que necesite CA IT
PAM

Es necesario tener instalado JDK 1.6 o superior en el sistema antes de que se
puedan instalar los componentes de terceros. Ejecute
Third_Party_Installer_windows.exe en el servidor Windows Server en el vaya a
instalar CA IT PAM. Consulte la Guia de instalacion de CA IT Process Automation
Manager para obtener mas informacion.
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Instale el dominio de CA IT PAM

La ejecucidn del asistente de CA IT PAM con las especificaciones que se han
descrito aqui, establecen un vinculo con el certificado a fin de establecer
confianza entre CA IT PAM y CA EEM en el servidor de gestién de CA Enterprise
Log Manager.

Tenga preparada la siguiente informacién:

La contraseiia para el archivo de certificado de EEM, itpamcert.p12. Es
posible que el valor predeterminado del archivo ITPAM_eem.xml se haya
modificado durante el paso Preparacidn para la implementacion de la
autenticacion de CA IT PAM en CA EEM compartido.

El nombre de host del servidor de gestién de CA Enterprise Log Manager.
Este es el servidor al cual ha iniciado sesién para el paso Cémo iniciar sesién
en CA IT PAM con CA EEM compartido.

La contrasefia itpamadmin que se ha configurado durante el paso
Configuracion de contrasefias para las cuentas de usuario de CA IT PAM
predeterminadas.

La contrasefia de certificado que se utiliza con el fin de controlar el acceso a
las claves que se utilizan para codificar contrasefias. Esta configuracion es
nueva: no existia.

Para obtener instrucciones sobre cémo instalar el dominio de CA IT PAM,
consulte la Guia de instalacion de CA IT Process Automation Manager que
encontrard junto al software. Utilice el procedimiento siguiente para los datos
especificos al establecer la configuracién de seguridad de EEM.

Para instalar el dominio de CA IT PAM

1. Sino seinicia el asistente de instalacion de IT PAM como una continuacion

de la instalacién de los componentes de terceros, inicie
CA_ITPAM_Domain_windows.exe.

Siga las instrucciones que se detallan en la documentacion de CA IT PAM
hasta el paso a Seleccione el tipo de servidor de seguridad.

Al aparecer el cuadro de didlogo Seleccione el tipo de servidor de seguridad,
seleccione EEM para Server Security y haga clic en Siguiente.

Aparecera la pagina Configuracion de seguridad de EEM.
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Inicio del servicio del servidor de CA ITPAM

Complete la configuracidn de seguridad de EEM de la manera siguiente:

a. Introduzca el nombre de host del servidor de gestion de CA Enterprise
Log Manager en el campo de servidor de EEM.

b. Introduzca ITPAM en el campo de aplicacién de EEM.

c. Hagaclic en Examinar y vaya a la carpeta en la que ha guardado
itpamcert.pl2.

d. Seleccione itpamcert.p12.

e. Complete el campo Contrasefia de certificado de EEM de una de las
maneras siguientes:

- Introduzca la contrasena que ha sustituido en el archivo
ITPAM_eem.xml durante el paso de preparacion.

- Escriba itpamcertpass, la contrasena predeterminada.
Haga clic en Probar configuracién de EMM.
Se mostrara el mensaje "Analizando...puede tardar unos minutos".
Haga clic en Aceptar.
Aparecera el cuadro de didlogo Verificar configuracién de EEM.

Introduzca itpamadmin como el nombre de usuario. Introduzca la
contrasefia que ha establecido para la cuenta de usuario de itpamadminy
haga clic en Aceptar.

Haga clic en Siguiente. Siga las instrucciones documentadas en IT PAM para
finalizar el resto del asistente.

Inicio del servicio del servidor de CA ITPAM

Inicie el servicio del servidor de CA ITPAM para que usted y otros usuarios
puedan ejecutar el servidor de CA IT PAM.

Para iniciar el servicio del servidor de CA ITPAM

1.

Inicie sesién en el servidor Windows Server en el que ha instalado el
dominio de CA IT PAM.

En el menu Inicio, seleccione Programas, Dominio de ITPAM, Iniciar servicio
de servidor.

Nota: Si no aparece esta opciéon de menu, seleccione Herramientas
administrativas, Servicios de componentes. Haga clic en Servicios, en el
servidor de CA IT PAM y, a continuacion, en Iniciar el servicio.
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Ejecucion e inicio de sesion en la consola de servidor de CA IT PAM

Ejecucion e inicio de sesion en la consola de servidor de CA IT
PAM

Puede ejecutar el servidor de CA IT PAM desde un explorador en cualquier

sistema en que estén instaladas e integradas las API JRE 1.6 o JDK 1.6 de Java.

Para ejecutar la consola de gestion de CA IT PAM

1. Introduzca la siguiente URL en la barra de direcciones de un explorador:
http://<itpam server hostname>:8080/itpam/

Aparecera la pantalla de inicio de sesidn de CA IT Process Automation
Manager.

2. Especifique itpamadmin en el campo de inicio de sesidn del usuario.
3. Escriba la contraseina que ha asignado al usuario en el campo Contrasefia.
4. Haga clic en Iniciar sesion.

CA EEM en el dispositivo de CA Enterprise Log Manager realiza la
autenticacion de sus credenciales de inicio de sesidn y abre CA IT Process
Automation Manager.

Para obtener informacién acerca de la integracién y el uso de CA IT PAM con CA
Enterprise Log Manager, consulte la seccion Trabajo con procesos de
salida/evento de CA IT PAM del capitulo Alertas de accidn en la Guia de
administracion de CA Enterprise Log Manager.
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Apéndice D: Recuperacion de desastres

Esta seccidn contiene los siguientes temas:

Planificacidn de la recuperacién de desastres (en la pagina 307)

Acerca de la realizacién de copias de seguridad del servidor de CA EEM (en la
pagina 308)

Realizacion de una copia de seguridad de una instancia de aplicacion de CA EEM
(en la pagina 309)

Restauracién de un servidor de CA EEM para utilizar con CA Enterprise Log
Manager (en la pagina 310)

Realizacion de una copia de seguridad de un servidor de CA Enterprise Log
Manager (en la pagina 311)

Restauracién de un servidor de CA Enterprise Log Manager a partir de archivos
de copia de seguridad (en la pagina 312)

Reemplazo de un servidor de CA Enterprise Log Manager (en la pagina 313)

Planificacion de la recuperacion de desastres

La planificacién de la recuperacién de desastres es una parte necesaria en un
plan de administracién de redes adecuado. La planificacion de la recuperacion
de desastres de CA Enterprise Log Manager es una tarea relativamente sencilla.
La clave esta en realizar copias de seguridad de forma regular.

Es necesario realizar copias de seguridad de la siguiente informacion:

m  Lainstancia de aplicacién de CA Enterprise Log Manager del servidor de
gestion

m la carpeta /opt/CA/LogManager/data de cada servidor de CA Enterprise Log
Manager

m  Los archivos de certificado de la carpeta
/opt/CA/SharedComponents/iTechnology de cada servidor de CA Enterprise
Log Manager
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Acerca de la realizacion de copias de sequridad del servidor de CA EEM

Si es fundamental para la implementacidon mantener altos niveles de
rendimiento, puede seleccionar un servidor reserva que presente las mismas
caracteristicas de hardware que el servidor en el que instala el resto de
servidores de CA Enterprise Log Manager. Si un servidor de CA Enterprise Log
Manager estd desactivado, puede instalar otro utilizando el mismo nombre.
Cuando se inicie el nuevo servidor, recibird los archivos de configuracién
necesarios del servidor de gestidn. Si este nivel de rendimiento no es
fundamental para la implementacién, puede instalar un servidor de CA
Enterprise Log Manager en cualquier servidor en blanco que pueda albergar el
sistema operativo base y que cumpla con los requisitos minimos de memoria 'y
disco duro.

Si desea obtener mas informacién acerca de los requisitos de hardware y
software, consulte las Notas de la version de CA Enterprise Log Manager.

El servidor interno de CA EEM, instalado en el servidor de gestion, también
cuenta con sus propios procesos de configuracidon de conmutacién por error
para garantizar la continuidad de las operaciones, de las que se habla
detalladamente en la Guia de introduccion de CA EEM.

Acerca de la realizacion de copias de sequridad del servidor de

CA EEM

La configuracidn de cada conector, agente y servidor de CA Enterprise Log
Manager, ademas de las consultas, informes, alertas, etc., se mantiene por
separado en el repositorio de CA EEM del servidor de gestién de CA Enterprise
Log Manager. Para realizar una recuperacion correcta del servidor, es esencial
realizar con regularidad copias de seguridad de la informacién almacenada en la
instancia de aplicacion de CA Enterprise Log Manager.

Una instancia de aplicacion es un espacio comun en el repositorio de CA EEM
gue almacena la siguiente informacion:

m  Usuarios, grupos y politicas de acceso

m  Agente, integracidon, escucha, conector y configuraciones guardadas

m  Reglas personalizadas de consultas, informes, supresién y resumen

m  Relaciones de federacion

m  Informacién sobre la gestién del cddigo binario

m  Claves de cifrado
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Realizacion de una copia de sedguridad de una instancia de aplicacion de CA EEM

Puede realizar el procedimiento de copia de seguridad de CA EEM desde la
interfaz del explorador Web de CA EEM. Los servidores de CA Enterprise Log
Manager de una empresa utilizan la misma instancia de aplicacién. El valor
predeterminado de la instancia de aplicacion de CA Enterprise Log Manager es
CAELM. Puede instalar servidores de CA Enterprise Log Manager con distintas
instancias de aplicacién, pero soélo puede federar aquellos servidores que
compartan la misma instancia de aplicacion. Los servidores configurados para
que utilicen el mismo servidor de CA EEM pero con distintas instancias de
aplicacion comparten el almacén de usuarios, las politicas de contrasefias y los
grupos globales.

La Guia de introduccion de CA EEM incluye mds informacién acerca de las
operaciones de copia de seguridad y de restauracion.

Realizacion de una copia de sequridad de una instancia de
aplicacion de CA EEM

Puede realizar una copia de seguridad de una instancia de aplicacion de CA

Enterprise Log Manager desde el servidor interno de CA EEM en el servidor de

gestion.

Para realizar una copia de seduridad de una instancia de aplicacion

1. Acceda al servidor de CA EEM utilizando la siguiente URL:
https://<servername>:5250/spin/eiam

2. Expanda la lista de aplicaciones en la pagina de inicio de sesidn y seleccione
el nombre de la instancia de aplicacién utilizado cuando instalo los
servidores de CA Enterprise Log Manager.

El nombre predeterminado de la instancia de aplicacion de CA Enterprise
Log Manager es CAELM.

3. Inicie sesién como usuario de EiamAdmin o como un usuario con la funcién
de administrador de CA EEM.

4. Acceda a laficha Configuracidn y, a continuacién, seleccione la subficha
Servidor de EEM.
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Restauracion de un servidor de CA EEM para utilizar con CA Enterprise Log Manader

Seleccione el elemento Exportar aplicacién en el panel de navegacion de la
izquierda.

Active todas las opciones excepto la casilla de verificacion Sobrescribir el
tamafio mdximo de busqueda.

Nota: Si utiliza un directorio externo, no seleccione las opciones Usuarios
globales, Grupos globales y Carpetas globales.

Haga clic en Exportar para crear un archivo de exportacién XML para la
instancia de aplicacion.

El cuadro de didlogo Descarga de archivos mostrard el nombre de archivo
<AppinstanceName>.xml.gz como, por ejemplo, CAELM.xml.gz y el botdn
Guardar.

Haga clic en Guardar y seleccione la ubicacidn de la copia de seguridad en
un servidor asignado remoto. También puede guardar el archivo de forma
local y, a continuacidn, copiarlo o moverlo a la ubicacién de la copia de
seguridad en otro servidor.

Restauracion de un servidor de CA EEM para utilizar con CA
Enterprise Log Managder

Puede restablecer una instancia de aplicaciéon de CA Enterprise Log Manager en
un servidor de gestion. El restablecimiento de la funcionalidad de CA EEM del
servidor de gestion implica la ejecucidn de la utilidad Safex que importa la copia
de seguridad de la instancia de aplicacion.

Para restablecer una funcionalidad CA EEM del servidor de destion a partir de
una copia de sequridad

1.

Instale el dispositivo de software de CA Enterprise Log Manager en un
nuevo servidor de hardware.

Acceda a un simbolo del sistema y desplacese al directorio
/opt/CA/LogManager/EEM.

Copie el archivo de copia de seguridad <AppinstanceName>.xml.gz a este
directorio desde el servidor de copia de seguridad externo.

Ejecute el siguiente comando para recuperar el archivo de exportacién XML:

gunzip <AppinstanceName>.xml.gz
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Realizacion de una copia de seguridad de un servidor de CA Enterprise Log Manader

5.

Ejecute el siguiente comando para restablecer el archivo de exportacion en
el nuevo servidor de gestion

./safex —h eemserverhostname —u EiamAdmin —p password —f AppinstanceName.xml
Si esta realizando las operaciones en el modo FIPS, asegurese de incluir la
opcion -fips.

Vaya al directorio /opt/CA/ELMAgent/bin.

Sustituya el archivo predeterminado AgentCert.cer con el archivo de copia
de seguridad CAELM_AgentCert.cer para garantizar un inicio de agente
adecuado.

Realizacion de una copia de seduridad de un servidor de CA
Enterprise Log Managder

Puede realizar una copia de seguridad de un servidor de CA Enterprise Log
Manager completo desde la carpeta /opt/CA/LogManager/data. Esta carpeta de
datos es un vinculo simbélico de la carpeta de datos del directorio raiz (/data).

Para realizar una copia de sequridad de un servidor de CA Enterprise Log

Manager

1. Inicie sesidn en el servidor de CA Enterprise Log Manager como usuario
caelmadmin.

2. Acceda a la cuenta raiz utilizando la utilidad "su"

3. Vaya al directorio /opt/CA/LogManager.

4. Ejecute el siguiente comando TAR para crear una copia de seguridad de los
archivos del servidor de CA Enterprise Log Manager:
tar —hzcvf backupData.tgz /data
Este comando crea el archivo de salida comprimido backupData.tgz
utilizando los archivos del directorio /data.

5. Vaya al directorio /opt/CA/SharedComponents/iTechnology.

6. Ejecute el siguiente comando TAR para crear una copia de la copia de

seguridad de los certificados digitales (todos los archivos con una extension
de archivo .cer):

tar —zcvf backupCerts.tgz *.cer
Este comando crea el archivo de salida comprimido backupCerts.tgz.

tar —hzcvf backupCerts.tgz /data
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Restauracion de un servidor de CA Enterprise Log Manader a
partir de archivos de copia de sequridad

Puede restaurar un servidor de CA Enterprise Log Manager a partir de archivos
de copia de seguridad después de instalar el dispositivo de software de CA
Enterprise Log Manager en el nuevo servidor.

Para restaurar un servidor de CA Enterprise Log Manader a partir de copias de
seduridad

1.

Detenga el proceso de iGateway en el nuevo servidor.

Para ello, desplacese a la carpeta /opt/CA/SharedComponents/iTechnology
y ejecute el siguiente comando:

./S99igateway stop

Copie los archivos backupData.tgz y backupCerts.tgz en el directorio
/opt/CA/LogManager en el nuevo servidor.

Expanda los contenidos del archivo backupData.tgz con el siguiente
comando:

tar —xzvf backupData.tgz

El comando sobrescribira los contenidos de la carpeta de datos con los
contenidos del archivo de copia de seguridad.

Desplacese al directorio /opt/CA/SharedComponents/iTechnology.

Expanda los contenidos del archivo backupCerts.tgz con el siguiente
comando:

tar —xzvf backupCerts.tgz

Este comando sobrescribe los archivos de certificado (.p12) en la carpeta
actual con los archivos de certificado del archivo de copia de seguridad.

Inicie el proceso de iGateway:
Para ello, ejecute el comando siguiente:

./S99igateway start
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Reemplazo de un servidor de CA Enterprise Log Manager

Reemplazo de un servidor de CA Enterprise Log Manader

Siga este procedimiento para reemplazar un servidor de recopilaciéon de CA
Enterprise Log Manager después de que se haya producido un desastre o error
importante. Este procedimiento le permite recuperarse de un desastre gracias a
la creacidn de un nuevo servidor de CA Enterprise Log Manager para reanudar la
recopilacion de eventos en lugar del servidor que ha fallado.

Nota: Este procedimiento no recupera los datos de eventos del almacén de
registros de eventos del servidor que ha fallado. Utilice las técnicas habituales
de recuperacion de datos para recuperar datos de eventos del almacén de
registros de eventos del servidor que ha fallado.

Para efectuar la recuperacion a partir de un servidor de CA Enterprise Log
Manader desactivado

1. Instale el dispositivo de software de CA Enterprise Log Manager en otro

servidor utilizando el mismo nombre de host asignado al servidor que ha
fallado.

Durante la instalacion, cuando se le solicite el nombre de instancia de
aplicacion de CA EEM, compruebe que utiliza la misma instancia de
aplicacion utilizada por el servidor antiguo. Cuando el registro sea correcto,
se activard el servidor de CA EEM para sincronizar la configuracién.

2. |Inicie el servidor de CA Enterprise Log Manager e inicie sesidn como usuario
administrativo EilamAdmin predeterminado.

Cuando se inicie un nuevo servidor de CA Enterprise Log Manager, se
conectara automaticamente con el servidor de CA EEM que,
posteriormente, descargara los archivos de configuracién. Una vez recibidos
los archivos de configuracidn, el nuevo servidor de CA Enterprise Log
Manager reanudara la recopilacion de registros.
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Apéndice E: CA Enterprise Log Manader y
virtualizacion

Esta seccidn contiene los siguientes temas:

Hipdtesis de implementacidn (en la pagina 315)

Creacién de servidores de CA Enterprise Log Manager mediante mdquinas
virtuales (en la pagina 316)

Creacién de servidores de CA Enterprise Log Manager mediante dispositivos
virtuales (en la pagina 332)

Hipotesis de implementacion

Consideraciones

Al utilizar CA Enterprise Log Manager en un entorno virtual o en un entorno
mixto que incluye servidores virtuales y de dispositivos, se da por hecho lo
siguiente:

m  En un entorno completamente virtual, instale al menos un servidor de CA
Enterprise Log Manager como servidor de gestidn. Este servidor de gestién
gestiona configuraciones, contenido de la suscripcién y contenido definido
por el usuario, al tiempo que se comunica con los agentes. El servidor de
gestidon no recibe registros de eventos ni gestiona consultas ni informes.

= En un entorno mixto, instale el servidor de gestidn de CA Enterprise Log
Manager en un hardware certificado.

m  Cada host de maquina virtual debe contar con cuatro procesadores
dedicados, que es la cantidad maxima permitida por VMware ESX Server
3.5.

Un servidor de CA Enterprise Log Manager dedicado logra un rendimiento
dptimo con ocho o mds procesadores. El servidor de VMware ESX permite hasta
cuatro procesadores para una sola maquina virtual. Para lograr un rendimiento
similar al de un servidor dedicado de ocho procesadores, instale CA Enterprise
Log Manager en dos o0 mds maquinas virtuales y, a continuacién, fedérelas para
los informes consolidados.
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Creacion de servidores de CA Enterprise Log Manager mediante maquinas virtuales

Dos servidores de CA Enterprise Log Manager que se ejecutan como invitados
en VMware ESX Server v3.5 presentan una capacidad similar a la de un solo
servidor dedicado de CA Enterprise Log Manager. Utilice la siguiente tabla para
planificar su red virtual:

Funcidn del servidor de CA Numero minimo de Velocidad de CPU Memoria total en GB

Enterprise Log Manager procesadores en GHz (requisito minimo)
(por CPU)

Administracion 8 3 8

Generacion de informes 8 3 8

Recopilacion 4 3 8

Nota: El maximo de eventos por segundo es 1K en la configuracion de
implementacidon media y 5K en la configuracion de implementacién grande.

Creacion de servidores de CA Enterprise Log Manager mediante
maquinas virtuales

Puede crear servidores de CA Enterprise Log Manager virtuales para su entorno
de recopilacién de registros de eventos a través de los siguientes escenarios:

m  Adicidn de servidores virtuales a un entorno de CA Enterprise Log Manager
existente; creacion de un entorno mixto

m  Creacidn de un entorno virtual de recopilacion de registros

m  Clonacién e implementacién de servidores de CA Enterprise Log Manager
virtuales para una escalabilidad rapida

m  Creacidn de servidores de CA Enterprise Log Manager mediante dispositivos
virtuales

Mas informacion

Adicidn de servidores virtuales a su entorno (en la pagina 338)
Creacion de un entorno completamente virtual (en la pagina 362)
Implementacién rdpida de servidores virtuales (en la pagina 388)
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Adicion de servidores virtuales a su entorno

Si ya cuenta con una implementacion de CA Enterprise Log Manager, puede
agregar servidores de recopilacidon de CA Enterprise Log Manager virtuales para
gestionar un aumento de volumen en la red. Este escenario da por hecho que
tiene instalado un servidor de gestion de CA Enterprise Log Manager y uno o
varios servidores de CA Enterprise Log Manager para la recopilaciény
generacioén de informes.

Nota: Para lograr un rendimiento éptimo, instale CA Enterprise Log Manager en
los servidores virtuales para gestionar Unicamente las tareas de recopilacién y
generacioén de informes.

El proceso de agregar servidores de recopilacién virtuales a su entorno incluye
los siguiente procedimientos:

1. Cree una nueva maquina virtual.

2. Agregue unidades de disco virtuales.

3. Instale CA Enterprise Log Manager en la maquina virtual.

4. Configure el servidor de CA Enterprise Log Manager tal y como se describe

en la seccion de instalacion.

Después de instalar el servidor de recopilacién virtual, puede agregarlo a la
federacién para las consultas e informes.

Creacion de una nueva maquina virtual

Siga este procedimiento para crear una nueva maquina virtual utilizando
VMware Infrastructure Client. Utilice cuatro procesadores para cada servidor
virtual de CA Enterprise Log Manager para alcanzar un rendimiento aceptable.

Para crear una maquina virtual

1. Acceda a VMware Infrastructure Client.

2. Haga clic con el botén secundario en el host de ESX en el panel izquierdo y
seleccione New Virtual Machine para que aparezca el asistente de la nueva
maquina virtual. Esta accidn mostrara un cuadro de didlogo de tipo de
configuracion.

3. Seleccione la configuracion personalizada y haga clic en Next. Aparecerd un
cuadro de didlogo con el nombre y la ubicacion.
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4. Introduzca un nombre para el servidor de CA Enterprise Log Manager que va
a instalar en esta maquina virtual y haga clic en Next.

5. Especifique la configuracion de almacenamiento de la maquina virtual y, a
continuacién, haga clic en Next.

Compruebe que la configuracidn de almacenamiento es lo suficientemente
grande para su servidor de CA Enterprise Log Manager. Se recomienda 500
GB como minimo.

Nota: En otro procedimiento, configurara otras unidades de disco virtuales
para almacenar los registros de eventos recopilados.

6. Seleccione Red Hat Enterprise Linux 5 (32 bits) como sistema operativo
invitado y haga clic en Next.

7. Seleccione 4 como el nUmero de procesadores virtuales en la lista
desplegable Number of virtual processors.

El servidor host fisico debe ser capaz de dedicar cuatro CPU fisicas
exclusivamente a esta instancia de CA Enterprise Log Manager. Haga clicen
Next.

8. Configure el tamaio de memoria de la maquina virtual y haga clic en Next.
El tamafio de memoria minimo aceptable para CA Enterprise Log Manager
es de 8 GB u 8192 MB.

9. Configure la conexion de interfaz de red (NIC).CA Enterprise Log Manager
requiere una conexién de red como minimo. Seleccione NIC x en la lista de
NIC disponible y configure el valor del adaptador a Flexible.

Nota: No es necesario configurar un NIC independiente para cada servidor
de CA Enterprise Log Manager alojado en este servidor fisico. No obstante,
es necesario asignar una direccién IP estatica para cada uno.

10. Seleccione la opciéon Connect at Power On vy, a continuacion, haga clic en
Next. Aparecerd el cuadro de didlogo I/O Adapter Types.

11. Seleccione LSl Logic para el adaptador de E/S y, a continuacion, haga clic en
Next. Aparecera el cuadro de didlogo Select a Disk.

12. Seleccione la opcién Create a new virtual disk y, a continuacion, haga clic en
Next. Aparecera el cuadro de didlogo de la ubicacidn y capacidad del disco.
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13. Especifique la ubicacién y la capacidad del disco y haga clic en Next.
Aparecera el cuadro de didlogo de opciones avanzadas.

Puede almacenar este disco con su maquina virtual o puede especificar otra
ubicacion. Se recomienda 500 GB como minimo.

14. Acepte los valores predeterminados de las opciones avanzadas y haga clic
en Next.

15. Confirme la configuracién y haga clic en Finish para crear la nueva maquina
virtual.

Adicion de unidades de disco virtuales

Siga este procedimiento para agregar unidades de disco virtuales para el
almacenamiento del registro de eventos. Utilice la misma configuracién
independientemente de la funcién que tiene en su red un servidor especifico de
CA Enterprise Log Manager.

Para editar la configuracion

1. Haga clic con el botén secundario en VMware Infrastructure Client y
seleccione Edit Settings.

Aparecera el cuadro de didlogo Virtual Machine Properties.
2. Resalte las propiedades de la unidad de CD/DVD 1.

3. Hagaclic en el botdn de seleccion Host Device y seleccione su unidad de
DVD-ROM en la lista desplegable.

4. Seleccione la opcién Connect at power on en Device Status.

5. Haga clic en Add para iniciar Add Hardware Wizard y agregue una segunda
unidad de disco duro.

6. Resalte Hard Disk en la lista de dispositivos y haga clic en Next. Aparecerd el
cuadro de didlogo Select a Disk.

7. Seleccione la opcidn Create a new virtual disk y, a continuacién, haga clic en
Next.
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8. Especifique el tamafio del nuevo disco y seleccione la opcidn Specify a
datastore to set its location.

CA Enterprise Log Manager detectara esta unidad adicional durante la
instalacidn y la asignara para el almacenamiento de datos. Se recomienda
gue maximice la cantidad de almacenamiento disponible en CA Enterprise
Log Manager.

Nota: La configuracién predeterminada del tamafio de bloque del servidor
de VMware ESX es de 1 MB, que limita el espacio maximo de disco que
puede crear a 256 GB. Si necesita mas espacio, hasta 512 GB, aumente la
configuracion de tamafo de bloque a 2 MB utilizando este comando:

Vmkfstools --createfs vmfs3 --blocksize 2M vmhba0:0:0:3

Reinicie el servidor de ESX para que se aplique la nueva configuracién. Si
desea obtener mas informacidn acerca de este y otros comandos, consulte
la documentacién de VMware ESX Server.

Haga clic en Next para mostrar el cuadro de didlogo Specify Advanced
Options.

9. Acepte los valores predeterminados de las opciones avanzadas y haga clic
en Next. Aparecerd el cuadro de didlogo Ready to Complete.

10. Haga clic en Finish para almacenar los cambios en esta maquina virtual. Esta
accioén lo devolverd al cuadro de didlogo VMware Infrastructure Client.

Instalacion de CA Enterprise Log Manader en la maquina virtual

Siga este procedimiento para instalar CA Enterprise Log Manager en una
magquina virtual que ha creado anteriormente.

Puede configurar un servidor virtual o dedicado de CA Enterprise Log Manager
después de realizar la instalacidn para utilizar con una de varias funciones como,
por ejemplo, gestidn, recopilacién o generacién de informes. Si instala un
servidor de gestion de CA Enterprise Log Manager, no lo utilice para recibir
registros de eventos ni para ejecutar consultas o informes. Instale servidores
virtuales de CA Enterprise Log Manager independientes para que actien como
servidores de generacion de informes y de recopilacion y lograr asi un
rendimiento éptimo.

Revise las instrucciones de instalacion habituales antes de instalar CA Enterprise
Log Manager en un entorno virtual. La hoja de trabajo de instalacion le ayuda a
recopilar la informacion que necesita.
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Para instalar CA Enterprise Log Manader en una maquina virtual

1. Cargue el disco de instalacion del SO de CA Enterprise Log Manager en la
unidad fisica de DVD-ROM o localice el directorio donde ha copiado la
imagen de instalacién.

2. Resalte la maquina virtual en la lista de inventario de la maquina virtual,
haga clic con el botén secundario y, a continuacidn, seleccione Power On
(Encender).

3. Continde con la instalacidn habitual de CA Enterprise Log Manager.

4. Configure el servidor de CA Enterprise Log Manager instalado segun la
funcién que le pretenda asignar utilizando la informacién de la seccién
sobre la instalacion de un servidor de CA Enterprise Log Manager.

Mas informacion

Instalacion de CA Enterprise Log Manager (en la pagina 89)

Creacion de un entorno completamente virtual

Si todavia no ha implementado un entorno de CA Enterprise Log Manager,
puede crear un entorno de recopilacién de registros virtual. Este escenario da
por hecho que dispone de suficientes servidores fisicos disponibles, cada uno
con un grupo de al menos cuatro procesadores, para instalar los servidores de
CA Enterprise Log Manager deseados.

Instale un servidor de CA Enterprise Log Manager que actle como servidor de
gestion. Durante la configuracion, no envie registros de eventos a este servidor
ni utilice este servidor para generar informes. La configuracion del entorno de
este modo mantiene el rendimiento de recopilacion de registros de eventos
requerido para la produccién de la empresa.

Normalmente, instala dos servidores de CA Enterprise Log Manager con cuatro
procesadores en sustitucion de los servidores de dispositivos que instalaria al
utilizar hardware certificado (los servidores de dispositivos cuentan con un
minimo de ocho procesadores).
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El proceso que sigue para crear un entorno virtual incluye los siguientes
procedimientos:

1.

Cree una nueva maquina virtual para cada uno de los servidores de CA
Enterprise Log Manager que vaya a instalar.

Agregue unidades de disco virtuales.

Instale un servidor de CA Enterprise Log Manager virtual para las funciones
de gestion en uno de los hosts de la maquina virtual.

Instale dos o mas servidores de CA Enterprise Log Manager para la
recopilacién y para la generacién de informes.

Configure los servidores de CA Enterprise Log Manager tal y como se
describe en la seccidon acerca de la instalacion de un servidor de CA
Enterprise Log Manager.

Creacion de una nueva maquina virtual

Siga este procedimiento para crear una nueva maquina virtual utilizando
VMware Infrastructure Client. Utilice cuatro procesadores para cada servidor
virtual de CA Enterprise Log Manager para alcanzar un rendimiento aceptable.

Para crear una maquina virtual

1.
2.

Acceda a VMware Infrastructure Client.

Haga clic con el botén secundario en el host de ESX en el panel izquierdo y
seleccione New Virtual Machine para que aparezca el asistente de la nueva
maquina virtual. Esta accidn mostrara un cuadro de didlogo de tipo de
configuracion.

Seleccione la configuracién personalizada y haga clic en Next. Aparecera un
cuadro de didlogo con el nombre y la ubicacidn.

Introduzca un nombre para el servidor de CA Enterprise Log Manager que va
a instalar en esta maquina virtual y haga clic en Next.

Especifique la configuracidn de almacenamiento de la maquina virtual y, a
continuacién, haga clic en Next.

Compruebe que la configuracidn de almacenamiento es lo suficientemente
grande para su servidor de CA Enterprise Log Manager. Se recomienda 500
GB como minimo.

Nota: En otro procedimiento, configurara otras unidades de disco virtuales
para almacenar los registros de eventos recopilados.

Seleccione Red Hat Enterprise Linux 5 (32 bits) como sistema operativo
invitado y haga clic en Next.
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10.

11.

12.

13.

14.

15.

Seleccione 4 como el nimero de procesadores virtuales en la lista
desplegable Number of virtual processors.

El servidor host fisico debe ser capaz de dedicar cuatro CPU fisicas
exclusivamente a esta instancia de CA Enterprise Log Manager. Haga clic en
Next.

Configure el tamafio de memoria de la maquina virtual y haga clic en Next.
El tamafio de memoria minimo aceptable para CA Enterprise Log Manager
es de 8 GB u 8192 MB.

Configure la conexidn de interfaz de red (NIC).CA Enterprise Log Manager
requiere una conexién de red como minimo. Seleccione NIC x en la lista de
NIC disponible y configure el valor del adaptador a Flexible.

Nota: No es necesario configurar un NIC independiente para cada servidor
de CA Enterprise Log Manager alojado en este servidor fisico. No obstante,
es necesario asignar una direccién IP estdtica para cada uno.

Seleccione la opcidn Connect at Power Ony, a continuacién, haga clic en
Next. Aparecerd el cuadro de didlogo I/O Adapter Types.

Seleccione LSl Logic para el adaptador de E/S y, a continuacion, haga clic en
Next. Aparecera el cuadro de didlogo Select a Disk.

Seleccione la opcién Create a new virtual disk y, a continuacién, haga clic en
Next. Aparecera el cuadro de didlogo de la ubicacidn y capacidad del disco.

Especifique la ubicacion y la capacidad del disco y haga clic en Next.
Aparecera el cuadro de didlogo de opciones avanzadas.

Puede almacenar este disco con su maquina virtual o puede especificar otra
ubicacion. Se recomienda 500 GB como minimo.

Acepte los valores predeterminados de las opciones avanzadas y haga clic
en Next.

Confirme la configuracidn y haga clic en Finish para crear la nueva maquina
virtual.

Adicion de unidades de disco virtuales

Siga este procedimiento para agregar unidades de disco virtuales para el
almacenamiento del registro de eventos. Utilice la misma configuracién
independientemente de la funcidn que tiene en su red un servidor especifico de
CA Enterprise Log Manager.
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Para editar la configuracion

1.

10.

Haga clic con el botdn secundario en VMware Infrastructure Client y
seleccione Edit Settings.

Aparecera el cuadro de didlogo Virtual Machine Properties.
Resalte las propiedades de la unidad de CD/DVD 1.

Haga clic en el botdn de seleccidén Host Device y seleccione su unidad de
DVD-ROM en la lista desplegable.

Seleccione la opcién Connect at power on en Device Status.

Haga clic en Add para iniciar Add Hardware Wizard y agregue una segunda
unidad de disco duro.

Resalte Hard Disk en la lista de dispositivos y haga clic en Next. Aparecera el
cuadro de didlogo Select a Disk.

Seleccione la opcién Create a new virtual disk y, a continuacién, haga clic en
Next.

Especifique el tamafio del nuevo disco y seleccione la opcién Specify a
datastore to set its location.

CA Enterprise Log Manager detectara esta unidad adicional durante la
instalacion y la asignara para el almacenamiento de datos. Se recomienda
gue maximice la cantidad de almacenamiento disponible en CA Enterprise
Log Manager.

Nota: La configuracién predeterminada del tamafio de bloque del servidor
de VMware ESX es de 1 MB, que limita el espacio maximo de disco que
puede crear a 256 GB. Si necesita mds espacio, hasta 512 GB, aumente la
configuracion de tamafio de bloque a 2 MB utilizando este comando:

Vmkfstools --createfs vmfs3 --blocksize 2M vmhba0:0:0:3

Reinicie el servidor de ESX para que se aplique la nueva configuracion. Si
desea obtener mds informacidn acerca de este y otros comandos, consulte
la documentacién de VMware ESX Server.

Haga clic en Next para mostrar el cuadro de didlogo Specify Advanced
Options.

Acepte los valores predeterminados de las opciones avanzadas y haga clic
en Next. Aparecerad el cuadro de didlogo Ready to Complete.

Haga clic en Finish para almacenar los cambios en esta maquina virtual. Esta
accion lo devolvera al cuadro de didlogo VMware Infrastructure Client.
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Instalacion de CA Enterprise Log Manader en la maquina virtual

Siga este procedimiento para instalar CA Enterprise Log Manager en una
maquina virtual que ha creado anteriormente.

Puede configurar un servidor virtual o dedicado de CA Enterprise Log Manager
después de realizar la instalacién para utilizar con una de varias funciones como,
por ejemplo, gestidn, recopilacién o generacién de informes. Si instala un
servidor de gestion de CA Enterprise Log Manager, no lo utilice para recibir
registros de eventos ni para ejecutar consultas o informes. Instale servidores
virtuales de CA Enterprise Log Manager independientes para que actien como
servidores de generacidn de informes y de recopilacién y lograr asi un
rendimiento éptimo.

Revise las instrucciones de instalacidn habituales antes de instalar CA Enterprise
Log Manager en un entorno virtual. La hoja de trabajo de instalacién le ayuda a
recopilar la informacidn que necesita.

Para instalar CA Enterprise Log Manader en una maquina virtual

1. Cargue el disco de instalacion del SO de CA Enterprise Log Manager en la
unidad fisica de DVD-ROM o localice el directorio donde ha copiado la
imagen de instalacion.

2. Resalte la maquina virtual en la lista de inventario de la maquina virtual,
haga clic con el botén secundario y, a continuacion, seleccione Power On
(Encender).

3. Continde con la instalacidn habitual de CA Enterprise Log Manager.

4. Configure el servidor de CA Enterprise Log Manager instalado segun la
funciéon que le pretenda asignar utilizando la informacidn de la seccidn
sobre la instalacion de un servidor de CA Enterprise Log Manager.

Mas informacion

Instalacidn de CA Enterprise Log Manager (en la pagina 89)

Implementacién rapida de servidores de CA Enterprise Log Managder virtuales

Puede clonar un servidor de CA Enterprise Log Manager virtual para crear una
imagen implementable y lograr una rapida escalabilidad del entorno de
recopilacion de registros.
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Nota: Para lograr el mejor rendimiento, es recomendable instalar CA Enterprise
Log Manager en servidores virtuales para gestionar sélo tareas de recopilacion.
No clone una maquina virtual que contenga un servidor de CA Enterprise Log
Manager de gestion.

Antes de iniciar este escenario, compruebe que tiene un entorno existente o
instale un servidor de CA Enterprise Log Manager para llevar a cabo funciones
de gestidon en un servidor dedicado o virtual. También debe contar con la
version correcta del software VMware para admitir la funcion de clonacién.

El proceso que debe seguir para crear y clonar un servidor de CA Enterprise Log
Manager virtual para la recopilacion consta de los procedimientos siguientes:

1. Cree una nueva maquina virtual.

2. Agregue unidades de disco virtuales.

3. Instale un servidor de CA Enterprise Log Manager en la maquina virtual.
4

Clone la mdaquina virtual que contiene el servidor de CA Enterprise Log
Manager nuevo mediante las instrucciones suministradas por el proveedor.

Nota: Cree sdlo una imagen clonada completa. No utilice clones vinculados
a CA Enterprise Log Manager.

5. Importe la maquina virtual clonada en un servidor fisico de destino.

6. Actualice la maquina virtual clonada antes de conectarla a la red.

7. Configure el servidor de CA Enterprise Log Manager tal y como se describe
en la Guia de implementacion.

Creacion de una nueva maquina virtual

Siga este procedimiento para crear una nueva maquina virtual utilizando
VMware Infrastructure Client. Utilice cuatro procesadores para cada servidor
virtual de CA Enterprise Log Manager para alcanzar un rendimiento aceptable.

Para crear una maquina virtual

1. Acceda a VMware Infrastructure Client.

2. Haga clic con el botén secundario en el host de ESX en el panel izquierdo y
seleccione New Virtual Machine para que aparezca el asistente de la nueva
maquina virtual. Esta accidn mostrara un cuadro de didlogo de tipo de
configuracion.

3. Seleccione la configuracidn personalizada y haga clic en Next. Aparecerd un
cuadro de didlogo con el nombre y la ubicacidn.

326 Guia de implementacion



Creacion de servidores de CA Enterprise Log Manader mediante maquinas virtuales

10.

11.

12.

Introduzca un nombre para el servidor de CA Enterprise Log Manager que va
a instalar en esta maquina virtual y haga clic en Next.

Especifique la configuracién de almacenamiento de la maquina virtual y, a
continuacién, haga clic en Next.

Compruebe que la configuracidn de almacenamiento es lo suficientemente
grande para su servidor de CA Enterprise Log Manager. Se recomienda 500
GB como minimo.

Nota: En otro procedimiento, configurara otras unidades de disco virtuales
para almacenar los registros de eventos recopilados.

Seleccione Red Hat Enterprise Linux 5 (32 bits) como sistema operativo
invitado y haga clic en Next.

Seleccione 4 como el nimero de procesadores virtuales en la lista
desplegable Number of virtual processors.

El servidor host fisico debe ser capaz de dedicar cuatro CPU fisicas
exclusivamente a esta instancia de CA Enterprise Log Manager. Haga clicen
Next.

Configure el tamafio de memoria de la maquina virtual y haga clic en Next.
El tamafio de memoria minimo aceptable para CA Enterprise Log Manager
es de 8 GB u 8192 MB.

Configure la conexidn de interfaz de red (NIC).CA Enterprise Log Manager
requiere una conexién de red como minimo. Seleccione NIC x en la lista de
NIC disponible y configure el valor del adaptador a Flexible.

Nota: No es necesario configurar un NIC independiente para cada servidor
de CA Enterprise Log Manager alojado en este servidor fisico. No obstante,
es necesario asignar una direccién IP estatica para cada uno.

Seleccione la opcién Connect at Power On y, a continuacion, haga clic en
Next. Aparecerd el cuadro de didlogo I/O Adapter Types.

Seleccione LSl Logic para el adaptador de E/S y, a continuacion, haga clic en
Next. Aparecera el cuadro de didlogo Select a Disk.

Seleccione la opcién Create a new virtual disk y, a continuacién, haga clic en
Next. Aparecera el cuadro de didlogo de la ubicacidn y capacidad del disco.
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13. Especifique la ubicacién y la capacidad del disco y haga clic en Next.

Aparecera el cuadro de didlogo de opciones avanzadas.

Puede almacenar este disco con su maquina virtual o puede especificar otra
ubicacion. Se recomienda 500 GB como minimo.

14. Acepte los valores predeterminados de las opciones avanzadas y haga clic

en Next.

15. Confirme la configuracién y haga clic en Finish para crear la nueva maquina

virtual.

Adicion de unidades de disco virtuales

Siga este procedimiento para agregar unidades de disco virtuales para el
almacenamiento del registro de eventos. Utilice la misma configuracién
independientemente de la funcién que tiene en su red un servidor especifico de
CA Enterprise Log Manager.

Para editar la configuracion

1.

Haga clic con el botén secundario en VMware Infrastructure Client y
seleccione Edit Settings.

Aparecera el cuadro de didlogo Virtual Machine Properties.
Resalte las propiedades de la unidad de CD/DVD 1.

Haga clic en el botén de seleccién Host Device y seleccione su unidad de
DVD-ROM en la lista desplegable.

Seleccione la opcién Connect at power on en Device Status.

Haga clic en Add para iniciar Add Hardware Wizard y agregue una segunda
unidad de disco duro.

Resalte Hard Disk en la lista de dispositivos y haga clic en Next. Aparecera el
cuadro de didlogo Select a Disk.

Seleccione la opcién Create a new virtual disk y, a continuacién, haga clic en
Next.

328 Guia de implementacion



Creacion de servidores de CA Enterprise Log Manader mediante maquinas virtuales

8. Especifique el tamafio del nuevo disco y seleccione la opcidn Specify a
datastore to set its location.

CA Enterprise Log Manager detectara esta unidad adicional durante la
instalacidn y la asignara para el almacenamiento de datos. Se recomienda
gue maximice la cantidad de almacenamiento disponible en CA Enterprise
Log Manager.

Nota: La configuracién predeterminada del tamafio de bloque del servidor
de VMware ESX es de 1 MB, que limita el espacio maximo de disco que
puede crear a 256 GB. Si necesita mas espacio, hasta 512 GB, aumente la
configuracion de tamafo de bloque a 2 MB utilizando este comando:

Vmkfstools --createfs vmfs3 --blocksize 2M vmhba0:0:0:3

Reinicie el servidor de ESX para que se aplique la nueva configuracién. Si
desea obtener mas informacidn acerca de este y otros comandos, consulte
la documentacién de VMware ESX Server.

Haga clic en Next para mostrar el cuadro de didlogo Specify Advanced
Options.

9. Acepte los valores predeterminados de las opciones avanzadas y haga clic
en Next. Aparecerd el cuadro de didlogo Ready to Complete.

10. Haga clic en Finish para almacenar los cambios en esta maquina virtual. Esta
accioén lo devolverd al cuadro de didlogo VMware Infrastructure Client.

Instalacion de CA Enterprise Log Manader en la maquina virtual

Siga este procedimiento para instalar CA Enterprise Log Manager en una
magquina virtual que ha creado anteriormente.

Puede configurar un servidor virtual o dedicado de CA Enterprise Log Manager
después de realizar la instalacidn para utilizar con una de varias funciones como,
por ejemplo, gestidn, recopilacién o generacién de informes. Si instala un
servidor de gestion de CA Enterprise Log Manager, no lo utilice para recibir
registros de eventos ni para ejecutar consultas o informes. Instale servidores
virtuales de CA Enterprise Log Manager independientes para que actien como
servidores de generacion de informes y de recopilacion y lograr asi un
rendimiento éptimo.

Revise las instrucciones de instalacion habituales antes de instalar CA Enterprise
Log Manager en un entorno virtual. La hoja de trabajo de instalacion le ayuda a
recopilar la informacion que necesita.
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Para instalar CA Enterprise Log Manader en una maquina virtual

1.

Cargue el disco de instalacién del SO de CA Enterprise Log Manager en la
unidad fisica de DVD-ROM o localice el directorio donde ha copiado la
imagen de instalacién.

Resalte la mdaquina virtual en la lista de inventario de la maquina virtual,
haga clic con el botén secundario y, a continuacidn, seleccione Power On
(Encender).

Continde con la instalacién habitual de CA Enterprise Log Manager.

Configure el servidor de CA Enterprise Log Manager instalado segun la
funcién que le pretenda asignar utilizando la informacién de la seccién
sobre la instalacion de un servidor de CA Enterprise Log Manager.

Mas informacion

Instalacion de CA Enterprise Log Manager (en la pagina 89)

Clonacion de un servidor de CA Enterprise Log Managder virtual

Puede emplear este procedimiento para clonar un servidor de CA Enterprise Log
Manager virtual. Este procedimiento presupone que ya ha creado una maquina
virtual nueva, le ha agregado controladores de disco y ha instalado CA
Enterprise Log Manager.

Para clonar un servidor virtual

1.

Acceda a VMware VirtualCenter y busque la maquina virtual que contiene
CA Enterprise Log Manager.

Apague la maquina virtual si esta en ejecucién.

Seleccione la opcién Exportar e indique una ubicacién para la maquina
virtual exportada.

VMware ESX Server ofrece otros métodos para clonar maquinas virtuales. Si
desea obtener mas informacion, consulte la documentacion de VMware.
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Importacion de una maquina virtual clonada en un servidor de destino

Emplee este procedimiento para importar una maquina virtual clonada en otro
servidor para la activacion.

Para importar una maquina virtual clonada

1. Compruebe que tiene acceso de red al servidor de host de destino.

2. Acceda a VMware VirtualCenter desde el servidor que alberga VMware ESX.

3. Seleccione la opcidn Importar y busque el servidor de destino, al tiempo que
responde a los mensajes correspondientes.

La accién de importacidn desplaza la maquina virtual clonada al servidor de
destino. Si desea mas informacion, puede consultar la documentacion de
VMware ESX.

Actualizacion de un servidor de CA Enterprise Log Manader clonado antes de la
implementacion

Emplee este procedimiento para actualizar un servidor de CA Enterprise Log
Manager virtual clonado.

Un servidor de CA Enterprise Log Manager virtual clonado mantiene el nombre
de host asignado durante la instalacion. Sin embargo, el nombre de host de
cada servidor de CA Enterprise Log Manager activo debe ser Unico dentro de la
implementacion de recopilacidon de registros. Por lo tanto, antes de activar un
servidor virtual clonado, debe modificar el nombre de host y la direccion IP del
servidor con el script Rename_ELM.sh.

El script de actualizacién lleva a cabo acciones que incluyen las siguientes:
m  Detencidny reinicio automatico del agente predeterminado
m  Detencién y reinicio automatico del servicio iGateway

m  Solicitud de cambio del nombre de host, la direccién IP y la direccién IP DNS

m  Actualizacién automatica de archivos de configuracion con contrasefias
cifradas para los diversos certificados
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Para actualizar un servidor de CA Enterprise Log Manader virtual
1. Inicie sesidn en el servidor fisico de destino como root.

2. Acceda alaimagen ISO de la aplicacién o al DVD y vaya al directorio
J/CA/Linux_x86.

También puede encontrar el script en el sistema de archivos de un servidor
de CA Enterprise Log Manager instalado. El script se encuentra en el
directorio opt/CA/LogManager.

3. Copie el script Rename_ELM.sh en el servidor de destino.

4. Cambie la informacion del servidor de CA Enterprise Log Manager virtual
por el comando siguiente:

./Rename_ELM. sh
5. Responda a los mensajes.

6. Inicie la maquina virtual que contiene el servidor virtual actualizado.

Creacion de servidores de CA Enterprise Log Manager mediante
dispositivos virtuales

Se puede implementar CA Enterprise Log Manager como dispositivo virtual en el
formato Open Virtualization Format (OVF). El aprovisionamiento del dispositivo
virtual requiere menos tiempo que la instalacién o la clonacién de un servidor
de CA Enterprise Log Manager en una maquina virtual.
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Acerca de los dispositivos virtuales de CA Enterprise Log Manader

OVF es un estandar abierto para empaquetar y distribuir dispositivos virtuales.
CA Enterprise Log Manager utiliza el formato de archivo de Virtual Machine Disk
(VMDK), que esta basado en OVF. El paquete de OVF contiene los siguientes
archivos:

Archivo XML descriptor para OVF

Un archivo XML descriptor para OVF con la extension .ovf. El archivo
contiene las especificaciones para el hardware virtual, los parametros de
configuracion de CA Enterprise Log Manager y el acuerdo de licencia.

Archivos de disco virtual

Los siguientes archivos de disco virtual de VMware vSphere, que contienen
los archivos de imagen de los discos utilizados para implementar el
dispositivo virtual:

m CAEnterprise Log Manager 1.vmdk
m CAEnterprise Log Manager 2.vmdk
m CAEnterprise Log Manager 3.vmdk
Archivo de manifiesto
El archivo .mf de CA Enterprise Log Manager, que contiene la firma para

todos los archivos.

Nota: Se recomienda encarecidamente no modificar los archivos de disco virtual
ni el archivo de manifiesto, puesto que hacerlo podria afectar el rendimiento del
dispositivo virtual.

De forma predeterminada, el cliente de VMware vSphere lee los detalles
importados mediante la plantilla de OVF y aprovisiona el dispositivo virtual.
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Como utilizar el dispositivo virtual

Los dispositivos virtuales se pueden utilizar para crear servidores virtuales de CA
Enterprise Log Manager para los entornos de recopilacién de registro de
eventos mediante alguno de los siguientes escenarios.

m  Adicién de servidores virtuales a un entorno de CA Enterprise Log Manager
existente; creacion de un entorno mixto

m  Creacién de un entorno virtual de recopilacion de registros

m  Implementacion de servidores virtuales de CA Enterprise Log Manager para
obtener escalabilidad rapida

Utilice el cliente de VMware vSphere para instalar el dispositivo virtual de
manera manual o silenciosa. El archivo descriptor de OVF contiene los
parametros de configuracidn necesarios para configurar CA Enterprise Log
Manager. Introduzca un valor para cada parametro de configuracién durante la

instalacion.

Hoja de trabajo de instalacion del dispositivo virtual

Antes de instalar el dispositivo virtual retna la informacion que aparece en la
tabla siguiente. Cuando complete la hoja de trabajo, podra utilizarla para incluir
la informacidn solicitada en los mensajes de instalacidon. Puede imprimir y
completar una hoja de trabajo distinta para cada servidor de CA Enterprise Log
Manager que tenga pensado instalar.

Informacion obligatoria

Valor

Comentarios

Configuracion especifica del host

Nombre de host

el nombre de host
de este servidor de
CA Enterprise Log
Manager

Por ejemplo:
CA-ELM1

Especifique el nombre de host para este
servidor utilizando Unicamente caracteres
compatibles para host. La normativa del sector
recomienda el uso de A-Z (con distincion de
mayusculas y minusculas), 0-9 y guion, donde
el primer caracter es una letra y el dltimo
caracter es alfanumérico. No utilice el caracter
de guidén bajo en los nombres de host ni afiada
el nombre de un dominio al host.

Nota: El nombre de host no puede tener mas
15 caracteres.
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Informacion obligatoria

Valor

Comentarios

Contrasena raiz

nueva contrasefia
raiz

Cree y confirme una nueva contrasefia raiz
para este servidor.

Direccion IP

la direccion IPv4
pertinente

Introduzca una direccién IP valida para este
servidor.

Mascara de subred

la direccion IP
pertinente

Introduzca una mascara de subred valida para
utilizar con este servidor.

Puerta de enlace
predeterminada

la direccion IP
pertinente

Introduzca una puerta de enlace
predeterminada valida para utilizar con este
servidor.

Servidores DNS

las direccion I1Pv4
pertinentes

Introduzca una o mas direcciones IP en uso del
servidor DNS de su red.

La lista estd separada por comas y no tiene
espacios entre las entradas.

Si sus servidores DNS utilizan direccionamiento
IPv6, introduzca estas direcciones con ese
formato.

Nombre de dominio

El nombre de
dominio

Introduzca un nombre de dominio completo en
el que opera este servidor, por ejemplo,
mycompany.com.

Nota: El nombre de dominio debe estar
registrado como servidor DNS (servidor de
nombres de dominio) en la red para que se
permita la resolucién del nombre de host en la
direccién IP.

Acuerdo de licencia de usuario
final

Aceptar

Lea por completo el acuerdo de licencia de CA
hasta llegar a la pregunta que aparece al final
de la pagina y haga clic en Aceptar para aceptar
el acuerdo.

Zona horaria

la zona horaria
deseada

Seleccione la zona horaria en la que reside el
servidor.

Configuracidn especifica de la aplicacion
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Informacion obligatoria

Valor

Comentarios

Ubicacion del servidor de CA
EEM

Local: para el
primer servidor
instalado (servidor
de gestion)

Remoto: para cada
servidor adicional

Indique si desea utilizar un servidor de CA EEM
local o remoto.

Para un servidor de gestion de CA Enterprise
Log Manager, seleccione Local. La instalacién le
solicitara que cree una contrasefia para la
cuenta de usuario de EilamAdmin
predeterminada.

Para cada servidor adicional, seleccione
Remoto. La instalacién le solicitard el nombre
del servidor de gestidn.

Independientemente de si selecciona local o
remoto, debe utilizar el ID y la contraseia de la
cuenta EiamAdmin para iniciar sesidn por
primera vez en cada servidor de CA Enterprise
Log Manager.

Nombre de host o direccién IP
del servidor remoto de CA EEM

Direccion IP o
nombre de host

Introduzca este valor solamente si ha
seleccionado Remoto en la opcién de servidor
local o remoto.

Introduzca la direccién IP o el nombre de host
del servidor de gestidn de CA Enterprise Log
Manager que ha instalado primero.

El nombre de host debe estar registrado como
servidor DNS.

Si desea utilizar un servidor local de CA EEM, el
valor predeterminado es ninguno.
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Informacion obligatoria

Valor

Comentarios

Contrasena del servidor de CA
EEM

Contrasefia de la
cuenta EiamAdmin

Registre la contrasefia de la cuenta
predeterminada del administrador,
EiamAdmin.

El servidor de CA Enterprise Log Manager
requiere las credenciales de esta cuenta para el
inicio de sesidn inicial.

Si estd instalando el servidor de gestién, creara
y confirmara aqui una nueva contrasena de
EiamAdmin.

Tome nota de esta contrasefia ya que la
necesitara de nuevo durante las instalaciones
de otros agentes y servidores de CA Enterprise
Log Manager.

Nota: La contrasefia introducida aqui también
es la contraseiia inicial de la cuenta de
caelmadmin predeterminada que utilizard para
acceder directamente al servidor de CA
Enterprise Log Manager a través de ssh.

Si lo desea, puede crear mds cuentas de
administrador para acceder a las funciones de
CA EEM después de realizar la instalacidn.

FIPS

Si o no.

Especifica si el dispositivo virtual debe
ejecutarse en modo FIPS o no FIPS. Si ha
decidido utilizar un servidor local de CA EEM,
puede elegir cualquier modo. Si ha decidido
utilizar un servidor remoto de CA EEM, debe
elegir el modo que utiliza el servidor remoto de
CA EEM.

Clave de autenticacion del
agente

el valor pertinente

Si ha decidido utilizar un servidor remoto de CA
EEM, especifique la clave de autenticacion para
el agente de CA Enterprise Log Manager.

Si ha decidido utilizar un servidor local de CA
EEM, no necesita introducir ningln valor.
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Adicion de servidores virtuales a su entorno

Si ya cuenta con una implementacion de CA Enterprise Log Manager, puede
agregar servidores de recopilacidon de CA Enterprise Log Manager virtuales para
gestionar un aumento de volumen en la red. Este escenario da por hecho que
tiene instalado un servidor de gestion de CA Enterprise Log Manager y uno o
varios servidores de CA Enterprise Log Manager para la recopilaciény
generacioén de informes.

Nota: Para lograr un rendimiento éptimo, instale CA Enterprise Log Manager en
los servidores virtuales para gestionar Unicamente las tareas de recopilacion y
generacioén de informes.

El proceso de agregar servidores de recopilacién virtuales a su entorno incluye
los siguiente procedimientos:
1. Descargue el paquete del dispositivo virtual de CA Enterprise Log Manager.

2. Instale un servidor de CA Enterprise Log Manager mediante el dispositivo
virtual.

3. Configure el servidor de CA Enterprise Log Manager tal y como se describe

en la seccion de instalacion.

Después de instalar el servidor de recopilacién virtual, puede agregarlo a la
federacién para las consultas e informes.

Importante: Si desea dar aprovisionamiento a un servidor de CA Enterprise Log
Manager mediante el dispositivo virtual, el nombre de instancia de la aplicacidn
del servidor primario de CA Enterprise Log Manager debe ser CAELM.

Descarda del paquete del dispositivo virtual

La imagen de distribucidn para el dispositivo virtual de CA Enterprise Log
Manager estd disponible en Soporte de CA en linea, dentro del vinculo
Descargas. Debera descargar estos cinco archivos:

m  El archivo de manifiesto
m  El archivo .ovf

m  Tres archivos de disco virtual

338 Guia de implementacion



Creacion de servidores de CA Enterprise Log Manader mediante dispositivos virtuales

Instalacion manual de servidores de CA Enterprise Log Manager
Durante la instalacién manual del dispositivo virtual, debera realizar las
siguientes tareas:
1. Implemente una plantilla de OVF.
2. Configure los parametros Paravirtualization y Resource.

3. Encienda el servidor de CA Enterprise Log Manager aprovisionado.
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Implementacion de plantillas de OVF

Se pueden especificar las propiedades de los dispositivos virtuales en una
plantilla de OVF. VMware utiliza estas plantillas para aprovisionar los servidores
de CA Enterprise Log Manager. Utilice el cliente de VMware vSphere para
implementar la plantilla de OVF.

Nota: Las capturas de pantalla que se muestran en los procedimientos
siguientes contienen datos de muestra para su referencia. Estas capturas de
pantalla de muestra hacen referencia al cliente de VMware vSphere 4.0.0. Se
recomienda especificar los datos apropiados para el entorno.

Para implementar plantillas de OVF

1.

Haga clic en Inicio, Todos los programas, Cliente de VMware vSphere en el
equipo dénde esta instalado dicho cliente.

Se abrira el cuadro de didlogo del cliente de VMware vSphere.

En el campo IP address/Name, introduzca la direccidn IP o el nombre de
host del servidor de VMware vCenter con el que desee conectarse.

Introduzca las credenciales de inicio de sesidn en los campos User name y
Password.

Haga clic en Logon.
Se abrird la ventana de la aplicacion.

Seleccione la ubicacién donde desea aprovisionar un servidor de CA
Enterprise Log Manager bajo uno de los centros de datos en el panel
izquierdo.

Haga clic en File, Deploy OVF Template.

Aparecera la ventana Deploy OVF Template. De forma predeterminada, la
ventana Deploy OVF Template muestra la pagina Source. En esta pagina, se
debe introducir la ubicacion de la plantilla de OVF.

Nota: Las pdaginas que se muestran en la ventana Deploy OVF Template
varian en funcidn de la version del cliente de VMware vSphere y de la
configuracion del usuario. Si desea obtener mds informacién acerca de la
implementacion de plantillas de OVF, visite www.vmware.com.

Elija la opcion Deploy from file y haga clic en Browse para seleccionar la
ubicacién de la plantilla de OVF.

Desplacese hasta la ubicacién de la plantilla de OVF desde el cuadro de
didlogo Open, seleccione la plantilla de OVF y haga clic en Open.

La ruta para la ubicacién de la plantilla de OVF se muestra en el campo
Deploy from file.
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(< Deploy O¥F Template =]

Source
Select the source location.

Source

OWF Template Details

End User License Agreement

Marme and Locakion =
Deployrment Configuration

Host | Clusker rSetlings'\E‘A ELKY C& Enterprise Log Manager.owf 3 Browse, .. |
Properties

Ready to Complets

Deploy from File:

“hoose this option if the source OYF template (% ovf) is on the local file syskem,
Faor example, vour Ci drive, a netwark share, or a CODYD drive.

" Deploy from URL:

I~
Choose this option to download the OWF template fron the Internet and enter a
URL such as http:f v, example, comtemplate, ouf

Help | = Back | Mok = I Zancel |

4

9. Haga clic en Next.

Se abrira la pagina OVF Template Details. Esta pagina muestra los detalles
almacenados en la plantilla de OVF, como por ejemplo el tamafio de la
descarga, el espacio disponible en disco y el nombre del proveedor.
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10. Compruebe que dispone de un minimo de 350 GB de espacio en disco en el
servidor de VMware y, a continuacién, haga clic en Next.

FF Deploy O¥F Template - |EI|1|
O¥F Template Details
Werify OVF template details,
Source
O¥F Template Details )
End User License Agresment Product: A Enterprise Log Manager
Mame and Location
Deployment Configuration Wersion: 12,1 5P2
Host [ Cluster
Resource Pool Wendor: CA Technologies
Properties
Ready to Complete Dowrload Size: 1964 MB
Size: on disk: 337920 MB
Description: A high-performance solution that accelerates and simplifies
compliance by providing user activity and compliance reporting For
identity, access and data usage across physical, virtual and cloud
environments,
Help | < Back | Mext = I Cancel
Vi
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Aparecera la pagina End User License Agreement. Esta pagina muestra el
acuerdo de licencia para los productos de terceros. Debe aceptar este
acuerdo de licencia para instalar CA Enterprise Log Manager.

11. Lea el texto de

la licencia.

=) Deploy O¥F Template

End User License Agreement
Accept the end user license agreements,

=0l

Source
OWF Template Details

Mame and Location
Host [ Cluster

Properties
Ready to Complete

End User License Agreeme

Dieployment Configuration IMPORTANT - READ CAREFULLY! This product may contain software provided by

third parties who require agreement. to additional terms and conditions prior ko
installation of this product, These additional terms are presented below after

the €A End User License Agreement. You must read and accept the Following terms
and conditions BEFORE performing an installation of this product., By

installing, copying or otherwise using this product, you agree you have read,
understood and will comply with all of the terms and conditions presented

belowe, If vou do not agree to all of these terms, do not install or use this

product,

BY ENTERING THE COMMAMND PROYIDED BELOW AND PRESSING THE EMTER. KEY, YOL AGREE
THAT ¥OU HAYE READ, UNMDERSTOOD AMD WILL COMPLY 'WITH ALL OF THE FOLLOWING

TERMS AMD COMDITIONS,
TERMS AMND CONDITIONS
A, Inc. ("CA") r
Pl | | j Accept I
Help | < Back Text = | Cancel |
4
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12. Haga clic en Accept y, a continuacidn, en Next.

Se abrira la pagina Name and Location. Esta pagina permite agregar un
nombre para identificar el servidor de CA Enterprise Log Manager y
especificar el centro de datos donde desea aprovisionar al servidor de CA
Enterprise Log Manager.

13. Introduzca el nombre del servidor de CA Enterprise Log Manager en el
campo Name, seleccione el centro de datos en Inventory Locationy a
continuacion haga clic en Next.

Nota: De forma predeterminada, el nombre especificado en la plantilla de
OVF se muestra en el campo Name.

(< Deploy O¥F Template _lol x|

Name and Location
Specify a name and location for the deploved template

Source Marme:
OYF Template Details i
QVF Template Details Example CA Enterprise Log Manager

End User License Agreement

MName and Location

Deployment Configuration
Host | Cluster

Resource Pool

Properties

Ready to Complete

The name can contain up to 80 characters and it must be unique within the inventory Folder,

Inventory Location:

B [ eimga-vserver.ca.com

ELMCQA Agents Datacenter
ELMOA Persistent Lab (L)
ELMOA Persistent Lab (MC)
ELMOQA SP2 wApp Datacenter

Help | < Back | Mext = I Cancel

4
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Aparecera la pagina Deployment Configuration. La pagina Deployment
Configuration permite especificar el modo de configuracidn del servidor de
CA Enterprise Log Manager deseado para el aprovisionamiento.

14. Seleccione Medium o Large en el desplegable Configuration y haga clic en

Next.

(%] Deploy O¥F Template

Deployment Configuration
Select a deployment configuration,

=10l

Source

OYF Templabe Details

End User License Aqreement

Mame and Location

Deployment Configuratior
Host | Clusker

Resource Pool

Properties

Ready ta Complete

Configuration:

rnediurn =

Medium setup. Requires 4 CPUs and & GB of memory.

= Back | Mext = I

Cancel |

4
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15.

Si selecciona Medium, VMware proporciona cuatro CPU con 8 GB de
memoria RAM cada una. Si selecciona Large, VMware proporciona ocho
CPU con 8 GB de memoria RAM cada una.

Nota: Se recomienda utilizar una configuracién de implementacién media
para aprovisionar servidores de recopilacion y una configuracion de
implementacion grande para servidores de gestidn o de informes.

Se abrira la pagina Host / Cluster. Esta pagina solamente aparecera si no se
ha seleccionado el grupo de recursos antes de iniciar la importacién de la
plantilla de OVF. La pagina Host / Cluster mostrara el centro de datos
seleccionado y los clusteres disponibles. La ubicacién de los clisteres se
debe especificar bajo el centro de datos donde se desea aprovisionar el
servidor de CA Enterprise Log Manager.

Seleccione uno de los clusteres bajo el centro de datos y a continuacion
haga clic en Next.
(=]

Host / Cluster
On which host or custer do you want to run the deployed template?

Source

75 ELMCA SP2 wipp Datacenter
OVF Template Details = i Bme PR

End User License Agresment % ‘{100?100001200

Mame and Location
Deployment Configuration
Host / Cluster
Properties

Ready to Complete

Compatibility:

Walidation not applicable this time.,

Help | < Back | Mext = I Cancel

4
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Se abrira la pagina Properties. Esta pagina contiene la configuracién del host

y la configuracién de CA Enterprise Log Manager.

16. Introduzca los valores para cada campo, utilizando para ello la informacién
reunida durante la confeccion de la hoja de trabajo de instalacién y haga clic

en Next.
iglx]
Propetties
iZustomize the software solution For this deployment,
Source
OVF Template Details =
tnd User LIcEnse Aareement i =
End User LICBHS? Agreement A. Host Settings
Marne and Location
Deplovment Configuration A. Host Name
Host [ Cluster Enter name of this hast machine.
Properties Iexamplecaalm
Ready to Complete
B. Root Password
Enter raot password of this machine,
Iexamplemutpasswmd
C. IP Address
Enter IP' address of this machine.
|172‘160 L)
D. Subnet Mask
Enter the subnet mask.
., o0 .0 .0
E. Default Gateway
Enter the IP addiess of the default gateway. —
F. DNS Servers
Enter a list of the IP addresses for your DNS servers. Use a comma to separate the [P
addresses of the DNS servers.
|198‘168.10.20, 198.168.10.25
G. Domain HName
Enter the damain name of this machine.
Iexample.com
H. Time Zone
Choose the time 2one
IAfncaIAbidjan j _I
=
Help | < Back | Mesxt = I Cancel |
4
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Deploy O¥F Template —13l =l
Propetties
Custorize the software solution For this deployment,
Source
OWF Template Details =
End User License Agreement |198. 168.10.20, 198.168.10.25 _I
Iame and Location G. Domain Name
ployy igurat . .
E:s:‘j ;z:ttefunh el Enter the domain name of this machine.
Properties Iexample.cnm
Ready ko C et
fecy e Lo H. Time Zone
Choose the time zone.
IAFricaIAbidian ﬂ
B. CA Enterprise Log Manager Settings
A Location of CA EEM Server
Select Local if the CA EEM server is to be installed on this host. Select Remate if this C4
Enterprize Log Manager server must use a remote C4 EEM server
ILocaI j
B. Host Hame or IP Address of the Remote CA EEM Server
Specify the |P address or the host name of the remote C4 EEM server. Enter none to install a
CAEEM server on this host
|rn:|r|e
C. Password for CA EEM Server
Enter the password far the EEM server Eiamadmin user.
Iexampleeiamadmmpasswmrd
D. FIPS Mode
D pou want ta run Cé Enterprize Log Manager in FIPS mode? Choose Yes for FIPS mode or
Mo for non-FIPS mode.
|ves =l
E. Agent Authentication Key
Enter the Agent Authentication key. This key iz required if you chose a remote CA EEM
server
IThi57i5jefau\tfauthsnti:at\unfkey =
-
Help < Back | Mext = I Cancel |
4

Se abrira la pagina Ready to Complete. Esta pagina muestra un resumen de
los detalles introducidos a lo largo de las paginas anteriores.
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17. Verifique los datos introducidos y haga clic en Finish.

=
Ready to Complete
Are these the options you want ko use?
Source “When you dick Finish, the deployment bask will be started,
—— Deployment sektings:
End User License Aaresment [EE e
Name and Location QWF file:‘:| C:\Program FilesiCa ELMICA Enterprise Log Manager ovf
n Download Size: 1984 MB
Deployment Configuration cimes om diske 337920 ME
M‘M Name: Example CA Enterprise Log Manager
Eoerlice Falder: ELMQA SPZ wipp Datacenter
Ready to Complete Deployment Configuration: mediam
HostjiCluster: 10,10.0.10
Datastore: Storage - 172.60.10,20
Metwork Mapping: "W Metwork! bo "W MNetwork”
1P Allocation: Fixed, IPv4
Property: HOSTHAME = examplzcasim
Property: ROOT_PASSWORD = examplerootpassword
Property: 1P_ADDRESS = 172.60.0.0
Property: SUBMNET_MASK = 10.0.0.0
Property: DEFAILLT_GATEWAY = 198.168.0.0
Property: DNS_SERWERS = 198.168.10.20. 195.1658.10.25
Property: DOMAIN_NAME = example.com
Property: TIMEZOME = Africajabidian
Property: LOCAL_REMOTE_EEM = Local
Property: REMOTE_EEM_LOCATION = none
Property: EEM_PASSWORD = exampleeiamadminpassword
Property: FIPS_MODE =YES
Property; AGENT_AUTHEMTICATION_KEY = This_js_default_authentication_key
1| |
Help = Back | Finish I Cancel |
4

Se mostarard el mensaje Opening VI target. Se mostrard el estado de
implementacion del dispositivo virtual. Si la instalacidn tiene éxito, el

dispositivo virtual aparecera listado bajo el almacén de datos seleccionado
en el panel izquierdo.

18.
siguiente:

(Opcional) Si desea realizar cambios en los detalles introducidos, haga lo

a. Haga clic en Back tantas veces como sea necesario en la ventana Deploy
OVF Template hasta llegar a la pagina pertinente.

b. Realice los cambios necesarios.

c. Haga clic en Next tantas veces como sea necesario en la ventana Deploy
OVF Template hasta llegar a la pagina Ready to Complete.
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Configuracion de los parametros Paravirtualization y Resource

Después de importar la plantilla de OVF, se deben configurar manualmente los
parametros paravirtualization y resources para mejorar el rendimiento del
servidor de CA Enterprise Log Manager aprovisionado.

Para configurar los parametros paravirtualization y resource

1. Haga clic con el botén secundario secundario del ratén en el nuevo
dispositivo virtual de CA Enterprise Log Manager en el panel izquierdo y
haga clic en Edit Settings.

Aparecera la ventana <nombre del dispositivo virtual de CA Enterprise Log
Manager> - Virtual Machine Properties.

2. Haga clic en la ficha Option de la ventana.

3. Seleccione el pardmetro Paravirtualization en el panel izquierdo y seleccione
la opcidn Support VMI Paravirtualization de el panel derecho.

(5] Example CA Enterprise Log Manager - Virtual Machine Properties [_ (O]

Hardware ~Options |Resources I Wirkual Machine Version: 7

Settings | Summary | WMIis a paravirtualization standard supported by some

General Options Example CA Enterpr.., guesk operating systems, Guests that recognize YMI will
gain significantly improved performance with YMI support,

wipp Options Enabled
License Agreements Present
Froperties Configured Guest operating sy_stems wh?ch do not use YMI will gain no
K i i petformance benefit From this suppart.
1P allocation Policy Fixed, IPv4
OWF Settings Enabled Enabling YMI support will restrict the virtual machine's
Compa 3y for otorandsome it migraens
Wware Tools Shut Down
Power Management Stanidbey
Advanced IV Sippart VAT Paravirialization:
General Mormnal
CPUID Mask Expose Mx flagko ...
Baoat Options Delay O ms
Paravirkualiz ation Enabled
Fibre Channel MPTY Mone
CPUMMU Yirtualization Automatic
Swapfile Location Use default sektings

Help | [0]4 Cancel |
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4. Haga clic en la ficha Resources de la ventana.

5. Seleccione la opcidn CPU bajo la columna Settings y seleccione High en el
desplegable Shares, en la seccién Resource Allocation.

|J-_-T,J Example CA Enterprise Log Manager - ¥irtual Machine Properties

Hardware I Options ~ Resources |

Advanced CPU

Settings | Summary
CPU 0MHz
Mernary 0 ME
Disk. Marmal

HT Sharing: Any

| —Resource Allocation

Shares:

Lirnit:

Reservation: J— I 03: MHz
AN

Virtual Machine Yersion: 7

[T (| o]

—J | 11968 = MHz

V' Urlimited

£ Limit based on parent resource pool or current host

Help |

[8]4 Cancel |
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6. Seleccione la opcidn Memory bajo la columna Settings y seleccione High en
el desplegable Shares, en la seccién Resource Allocation.

|J-_-T,J Example CA Enterprise Log Manager - ¥irtual Machine Properties

Hardware I Options  Resources |

Virtual Machine Yersion: 7

Settings | Summary | —Resource Allacation
CPU 0MHz —
e 05 Shares: | vl | 163040 —
Disk ormal Reservation: J— I o 3: ME
Advanced CPU HT Sharing: Any A

Lirnit: _— J I 6833 3: MB

I Uniimited
£ Limit based on parent resource pool or current host
Help | OF Cancel |
4

7. Hagaclicen OK.

8. Nota: Si desea obtener mas informacién acerca de la paravirtualizacion,
visite www.vmware.com.
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Encendido del servidor de CA Enterprise Log Manader aprovisionado

Debe encender el servidor de CA Enterprise Log Manager para empezar a
ejecutarlo.
Para encender un servidor de CA Enterprise Log Manager

1. Seleccione el nuevo servidor de CA Enterprise Log Manager en el panel
izquierdo de la ventana de la aplicacién de VMware.

2. Haga clic en la opcidon Power on bajo Basic Tasks, dentro de la ficha Getting
Started en el panel derecho.

El servidor de CA Enterprise Log Manager se encendera.
Nota: Compruebe que el servidor primario de CA Enterprise Log Manager se

estd ejecutando antes de encender un servidor secundario de CA Enterprise Log
Manager.

Instalacion silenciosa de servidores de CA Enterprise Log Manader

Para realizar una instalacién silenciosa, debe realizar las siguientes tareas:
1. Invoque la aplicacién OVF Tool.

2. Configure los parametros Paravirtualization y Resource.

3. Encienda el servidor de CA Enterprise Log Manager aprovisionado.

La siguiente tabla describe los parametros utilizados para implementar CA

Enterprise Log Manager mediante OVF Tool. Se deben especificar estos
parametros como argumentos de linea de comandos en la linea de comandos.

Informacion obligatoria Valor Comentarios

Configuracion especifica del host

HOSTNAME

el nombre de host  Especifique el nombre de host para este

de este servidor de servidor utilizando Unicamente caracteres

CA Enterprise Log  compatibles para host. La normativa del sector
Manager recomienda el uso de A-Z (con distincién de
Por ejemplo: mayusculas y minusculas), 0-9 y guién, donde
el primer caracter es una letra y el dltimo
caracter es alfanumérico. No utilice el caracter
de guidén bajo en los nombres de host ni afiada
el nombre de un dominio al host.

CA-ELM1

Nota: El nombre de host no puede tener mas
15 caracteres.
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Informacion obligatoria

Valor

Comentarios

ROOT_PASSWORD

nueva contrasefia
raiz

Cree y confirme una nueva contrasefia raiz
para este servidor.

IP_ADDRESS

la direccion IPv4
pertinente

Introduzca una direccién IP valida para este
servidor.

SUBNET_MASK

la direccion IP
pertinente

Introduzca una mascara de subred valida para
utilizar con este servidor.

DEFAULT_GATEWAY

la direccion IP
pertinente

Introduzca una mdascara de subred valida y una
puerta de enlace predeterminada para utilizar
con este servidor.

DNS_SERVERS

las direccion I1Pv4
pertinentes

Introduzca una o mas direcciones IP en uso del
servidor DNS de su red.

La lista estd separada por comas y no tiene
espacios entre las entradas.

Si sus servidores DNS utilizan direccionamiento
IPv6, introduzca estas direcciones con ese
formato.

DOMAIN_NAME

el nombre de
dominio

Introduzca un nombre de dominio completo en
el que opera este servidor, por ejemplo,
mycompany.com.

Nota: El nombre de dominio debe estar
registrado como servidor DNS (servidor de
nombres de dominio) en la red para que se
permita la resolucién del nombre de host en la
direccién IP.

acceptAllEulas

Accept

Acepte el acuerdo de licencia de CA para
continuar el aprovisionamiento del servidor de
CA Enterprise Log Manager.

deploymentOption

Medium o Large

Si selecciona Medium, VMware proporciona
cuatro CPU con 8 GB de memoria RAM cada
una. Si selecciona Large, VMware proporciona
ocho CPU con 8 GB de memoria RAM cada una.

TIMEZONE

la zona horaria
deseada

Seleccione la zona horaria en la que reside el
servidor.

Configuracidn especifica de la aplicacién
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Informacion obligatoria

Valor

Comentarios

LOCAL_REMOTE_EEM

Local: para el
primer servidor
instalado (servidor
de gestion)

Remoto: para cada
servidor adicional

Indique si desea utilizar un servidor de CA EEM
local o remoto.

Para un servidor de gestion de CA Enterprise
Log Manager, seleccione Local. La instalacién le
solicitara que cree una contrasefia para la
cuenta de usuario de EilamAdmin
predeterminada.

Para cada servidor adicional, seleccione
Remoto. La instalacién le solicitard el nombre
del servidor de gestidn.

Independientemente de si selecciona local o
remoto, debe utilizar el ID y la contraseia de la
cuenta EiamAdmin para iniciar sesidn por
primera vez en cada servidor de CA Enterprise
Log Manager.

REMOTE_EEM_LOCATION

Direccion IP o
nombre de host

Introduzca este valor solamente si ha
seleccionado Remoto en la opcién de servidor
local o remoto.

Introduzca la direccién IP o el nombre de host
del servidor de gestidn de CA Enterprise Log
Manager que ha instalado primero.

El nombre de host debe estar registrado como
servidor DNS.

Si desea utilizar un servidor local de CA EEM, el
valor predeterminado es ninguno.
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Informacion obligatoria Valor

Comentarios

EEM_PASSWORD Contrasefia de la
cuenta EiamAdmin

Registre la contrasefia de la cuenta
predeterminada del administrador,
EiamAdmin.

El servidor de CA Enterprise Log Manager
requiere las credenciales de esta cuenta para el
inicio de sesidn inicial.

Si estd instalando el servidor de gestién, creara
y confirmara aqui una nueva contrasena de
EiamAdmin.

Tome nota de esta contrasefia ya que la
necesitara de nuevo durante las instalaciones
de otros agentes y servidores de CA Enterprise
Log Manager.

Nota: La contrasefia introducida aqui también
es la contraseiia inicial de la cuenta de
caelmadmin predeterminada que utilizard para
acceder directamente al servidor de CA
Enterprise Log Manager a través de ssh.

Si lo desea, puede crear mds cuentas de
administrador para acceder a las funciones de
CA EEM después de realizar la instalacidn.

FIPS_MODE Si o no.

Especifica si el dispositivo virtual debe
ejecutarse en modo FIPS o no FIPS. Si ha
decidido utilizar un servidor local de CA EEM,
puede elegir cualquier modo. Si ha decidido
utilizar un servidor remoto de CA EEM, debe
elegir el modo que utiliza el servidor remoto de
CA EEM.

AGENT_AUTHENTICATION_KEY el valor pertinente

Si ha decidido utilizar un servidor remoto de CA
EEM, especifique la clave de autenticacion para
el agente de CA Enterprise Log Manager.

Si ha decidido utilizar un servidor local de CA
EEM, no necesita introducir ningln valor.

Mas informacion

Adicién de servidores virtuales a su entorno (en la pagina 338)

Creacidn de un entorno completamente virtual (en la pagina 362)

Implementacién rapida de servidores virtuales (en la pagina 388)
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Invoque OVF Tool desde la linea de comandos

Nota:Debe instalar OVF Tool 1.0.0.0 antes de realizar la instalacion silenciosa. Si
desea obtener mas informacidn acerca de OVF Tool, consulte la guia VMware's
OVF Tool User Guide o visite www.vmware.com.

Para invocar OVF Tool es necesario pasar los parametros de configuracién como
argumentos de linea de comando.

Nota: Se recomienda encarecidamente utilizar una configuracién de
implementacidon media para aprovisionar servidores de recopilacién y una
configuracion de implementacién grande para servidores de informes. También
se recomienda utilizar el método de implementacion gruesa (thick).

Para invocar OVF Tool desde la linea de comandos

1.

Abra el simbolo del sistema en el equipo donde esta instalado el cliente de
VMware vSphere.

Ejecute el siguiente comando para invocar OVF Tool:

ovftool -dm=thick --acceptAllEulas --name=value --deploymentOption=value --
prop:ROOT_PASSWORD=value --prop:LOCAL REMOTE EEM=value --

prop:REMOTE EEM LOCATION=value --prop:EEM PASSWORD=value --

prop:FIPS MODE=value --prop:AGENT AUTHENTICATION KEY=value --

prop:IP ADDRESS=value --prop:SUBNET MASK=value --prop:HOSTNAME=value --
prop:DEFAULT GATEWAY=value --prop:DNS SERVERS=value --prop:DOMAIN NAME=value
--prop:TIMEZONE=value <OVF Name.ovf>
vi://username:password@hostname of VMware vSphere Client/Datacenter/host/host
name

Se mostarard el mensaje Opening VI target. Se mostrara el estado de
implementacion del servidor de CA Enterprise Log Manager. Si la instalacion
tiene éxito, el servidor de CA Enterprise Log Manager aparecera listado bajo
el almacén de datos seleccionado en el panel izquierdo.

Nota: Si alglin valor de las propiedades contiene espacios, agregue comillas
dobles al principio y final de ese valor. Por ejemplo, si el valor de OVF nhame
es CA ELM, introduzcalo como "CA ELM.ovf". Si desea obtener mas
informacién acerca de OVF Tool, consulte la guia OVF Tool User Guide.

Ejemplo
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ovftool -dm=thick --acceptAllEulas --name="example server" --
deploymentOption=medium --prop:ROOT PASSWORD="example password" --
prop:LOCAL REMOTE EEM=Local --prop:REMOTE EEM LOCATION=none --

prop:EEM PASSWORD=calmrl2 --prop:FIPS MODE=YES --

prop:AGENT AUTHENTICATION KEY="This is default authentication key" --

prop:IP ADDRESS=172.168.0.0 --prop:SUBNET MASK=10.0.0.0 --
prop:HOSTNAME="example serverl" --prop:DEFAULT GATEWAY=198.168.0.0 --

prop:DNS SERVERS=198.168.10.20,198.168.10.25 --prop:DOMAIN NAME=example.com --
prop: TIMEZONE=Asia/Kolkata "C:\Program Files\CA ELM\CA Enterprise Log
Manager.ovf"
"vi://administrator:password@examplevmwarehost/ELMQAvAppDatacenter/host/10.0.10.0
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Configuracion de los parametros Paravirtualization y Resource

Después de importar la plantilla de OVF, se deben configurar manualmente los

parametros paravirtualization y resources para mejorar el rendimiento del
servidor de CA Enterprise Log Manager aprovisionado.

Para confiqurar los parametros paravirtualization y resource

1.

Hardware Cptions |Resources|

Settings

General Options

wApp Options
License Agreements
Propertiss
IP Allocation Policy
OVF Settings
Advanced

Whware Tools

Power Managernent

Advanced
General
CPUID Mask
Eoot Options
Paravirtualization
Fibre Chaninel NPTV
CPUSMMLU Yirtualization
Swapfile Location

‘ Summary

Example CA Enterpr...
Enabled

Present

Configured

Fixed, IPv4

Enabled

Configured

Shut Down

Standby

Marmal

Expose Mx flagto ...
Delay 0 ms

Enabled

Mone

Automatic

Use default settings

Haga clic con el botén secundario secundario del ratén en el nuevo
dispositivo virtual de CA Enterprise Log Manager en el panel izquierdo y
haga clic en Edit Settings.

Aparecera la ventana <nombre del dispositivo virtual de CA Enterprise Log
Manager> - Virtual Machine Properties.

Haga clic en la ficha Option de la ventana.

Seleccione el pardmetro Paravirtualization en el panel izquierdo y seleccione
la opcidn Support VMI Paravirtualization de el panel derecho.

@ Example CA Enterprise Log Manager - ¥irtual Machine Properties [_ O] x|

Virtual Machine Yersion: 7

WMI is a paravirtualization standard supported by some
guest operating systems, Guests that recognize VI will
qgain significantly improved performance with YMI support,

Guest operating systems which do nat use YMI will gain no
performance benefit from this support.,

Enabling ¥MI support will restrict the virtual machine's

compatability For WiMotion and some other migrations, to
other hosts which offer YMI support,

Ird

Help |

[8]4 Cancel |

4
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4. Haga clic en la ficha Resources de la ventana.

5. Seleccione la opcidn CPU bajo la columna Settings y seleccione High en el
desplegable Shares, en la seccién Resource Allocation.

|J-_-T,J Example CA Enterprise Log Manager - ¥irtual Machine Properties

Hardware I Options ~Resources |

Virtual Machine Yersion: 7
Settings | Summary || —Resource Allocation
CPU 0 MHz —
emary i Shares: [EE—] | =]
Disk Hormal Reserwvation: J— I o 3: MHz
Advanced CPU HT Sharing: Any A
Lirnit: _ J I 11968 3: MHz
V' Urilimited

£ Limit based on parent resource pool or current host

Help |

[8]4 Cancel |
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6. Seleccione la opcidn Memory bajo la columna Settings y seleccione High en
el desplegable Shares, en la seccién Resource Allocation.

|J-_-T,J Example CA Enterprise Log Manager - ¥irtual Machine Properties

Hardware I Options ~Resources |
Settings

Virtual Machine Yersion: 7
| Summary | —Resource Allocation
CPU 0 MHz —
] T0E Shares: | vl | 16340 =
Disk Hormal Reserwvation: J— I o 3: ME
Advanced CPU HT Sharing: Any A
Limit: J [ eeaa=]me
M Unlimited
£ Limit based on parent resource pool or current host

Help | OF Cancel |

Y

7. Hagaclicen OK.

8. Nota: Si desea obtener mas informacidn acerca de la paravirtualizacion,
visite www.vmware.com.
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Encendido del servidor de CA Enterprise Log Manader aprovisionado

Debe encender el servidor de CA Enterprise Log Manager para empezar a
ejecutarlo.

Para encender un servidor de CA Enterprise Log Manager

1. Seleccione el nuevo servidor de CA Enterprise Log Manager en el panel
izquierdo de la ventana de la aplicacién de VMware.

2. Haga clic en la opcidon Power on bajo Basic Tasks, dentro de la ficha Getting
Started en el panel derecho.

El servidor de CA Enterprise Log Manager se encendera.

Nota: Compruebe que el servidor primario de CA Enterprise Log Manager se
estd ejecutando antes de encender un servidor secundario de CA Enterprise Log
Manager.

Comprobacion de la instalacion de servidores virtuales de CA Enterprise Log Manader

Al encender un servidor de CA Enterprise Log Manager aprovisionado, se
mostrara en la ficha Console de la ventana del cliente de VMware vSphere una
URL para acceder a CA Enterprise Log Manager. Utilice esta URL y las siguientes
credenciales de inicio de sesidn predeterminadas para acceder a CA Enterprise
Log Manager:

Nombre de usuario predeterminado: EiamAdmin

Contraseia Predeterminada: la contrasefia introducida durante el
procedimiento de instalacién del servidor de CA Enterprise Log Manager

Mas informacion
Adicidn de servidores virtuales a su entorno (en la pagina 338)

Creacion de un entorno completamente virtual (en la pagina 362)
Implementacién rapida de servidores virtuales (en la pagina 388)

Creacion de un entorno completamente virtual

Si todavia no ha implementado un entorno de CA Enterprise Log Manager,
puede crear un entorno de recopilacion de registros virtual. Este escenario da
por hecho que dispone de suficientes servidores fisicos disponibles, cada uno
con un grupo de al menos cuatro procesadores, para instalar los servidores de
CA Enterprise Log Manager deseados.
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Instale un servidor de CA Enterprise Log Manager que actle como servidor de
gestion. Durante la configuracidn, no envie registros de eventos a este servidor
ni utilice este servidor para generar informes. La configuracion del entorno de
este modo mantiene el rendimiento de recopilacion de registros de eventos
requerido para la produccién de la empresa.

Normalmente, instala dos servidores de CA Enterprise Log Manager con cuatro
procesadores en sustitucién de los servidores de dispositivos que instalaria al
utilizar hardware certificado (los servidores de dispositivos cuentan con un
minimo de ocho procesadores).

El proceso que debe seguir para crear entornos virtuales incluye los siguientes
procedimientos.
1. Descargue el paquete del dispositivo virtual.

2. Instale un servidor virtual de CA Enterprise Log Manager para las funciones
de gestién.

3. Instale dos o mas servidores de dispositivos virtuales para la recopilacion y
la gestidn de informes.

4. Configure los servidores de dispositivos virtuales, tal y como se describe en
la seccidn que cubre la instalacion de servidores de CA Enterprise Log
Manager.

Importante: Si desea dar aprovisionamiento a un servidor de CA Enterprise Log
Manager mediante el dispositivo virtual, el nombre de instancia de la aplicacidn
del servidor primario de CA Enterprise Log Manager debe ser CAELM.

Descarda del paquete del dispositivo virtual

La imagen de distribucidn para el dispositivo virtual de CA Enterprise Log
Manager estd disponible en Soporte de CA en linea, dentro del vinculo
Descargas. Debera descargar estos cinco archivos:

m  El archivo de manifiesto
m  El archivo .ovf

m  Tres archivos de disco virtual
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Formatos de entredga OVF
Instalacion manual de servidores de CA Enterprise Log Manager
Durante la instalacidn manual del dispositivo virtual, deberd realizar las
siguientes tareas:
1. Implemente una plantilla de OVF.
2. Configure los parametros Paravirtualization y Resource.

3. Encienda el servidor de CA Enterprise Log Manager aprovisionado.
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Implementacion de plantillas de OVF

Se pueden especificar las propiedades de los dispositivos virtuales en una
plantilla de OVF. VMware utiliza estas plantillas para aprovisionar los servidores
de CA Enterprise Log Manager. Utilice el cliente de VMware vSphere para
implementar la plantilla de OVF.

Nota: Las capturas de pantalla que se muestran en los procedimientos
siguientes contienen datos de muestra para su referencia. Estas capturas de
pantalla de muestra hacen referencia al cliente de VMware vSphere 4.0.0. Se
recomienda especificar los datos apropiados para el entorno.

Para implementar plantillas de OVF

1.

Haga clic en Inicio, Todos los programas, Cliente de VMware vSphere en el
equipo dénde esta instalado dicho cliente.

Se abrira el cuadro de didlogo del cliente de VMware vSphere.

En el campo IP address/Name, introduzca la direccidn IP o el nombre de
host del servidor de VMware vCenter con el que desee conectarse.

Introduzca las credenciales de inicio de sesidn en los campos User name y
Password.

Haga clic en Logon.
Se abrird la ventana de la aplicacion.

Seleccione la ubicacién donde desea aprovisionar un servidor de CA
Enterprise Log Manager bajo uno de los centros de datos en el panel
izquierdo.

Haga clic en File, Deploy OVF Template.

Aparecera la ventana Deploy OVF Template. De forma predeterminada, la
ventana Deploy OVF Template muestra la pagina Source. En esta pagina, se
debe introducir la ubicacién de la plantilla de OVF.

Nota: Las pdaginas que se muestran en la ventana Deploy OVF Template
varian en funcidn de la version del cliente de VMware vSphere y de la
configuracion del usuario. Si desea obtener mas informacidn acerca de la
implementacion de plantillas de OVF, visite www.vmware.com.

Elija la opcion Deploy from file y haga clic en Browse para seleccionar la
ubicacién de la plantilla de OVF.

Desplacese hasta la ubicacién de la plantilla de OVF desde el cuadro de
didlogo Open, seleccione la plantilla de OVF y haga clic en Open.

La ruta para la ubicacién de la plantilla de OVF se muestra en el campo
Deploy from file.
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FF Deploy O¥F Template

Source
Select the source location,

=10l

Source

OWF Template Details

End User License Agreement
Mame and Location
Deployrnent Configuration
Host | Cluster 'Settings\EA ELMY CA& Enterprise Log Manager.ovf 3 Browse, .. |
Properties

Ready ko Complete

' Deploy From fils:

Choose this option if the source OVF template (*,ovF) is on the local file system,
For example, your C: drive, a network share, or a CDJDVD drive.

" Deploy From URL:

=l
Choose this option to download the OWF template from the Internet and enter a
URL such as http: ffvaan, example, comjtemplate, ovf

Help | = Back | Mext = I Cancel

4

9.

Haga clic en Next.

Se abrira la pagina OVF Template Details. Esta pagina muestra los detalles
almacenados en la plantilla de OVF, como por ejemplo el tamaiio de la
descarga, el espacio disponible en disco y el nombre del proveedor.
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10. Compruebe que dispone de un minimo de 350 GB de espacio en disco en el
servidor de VMware y, a continuacién, haga clic en Next.
=lolx|

O¥F Template Details
Werify OVF template details,

Source
O¥F Template Details

End User License Agresment Product: A Enterprise Log Manager
Mame and Location
Deployment Configuration Wersion: 12,1 5P2
Host [ Cluster
Resource Pool Wendor: CA Technologies
Properties
Ready to Complete Download Size: 1964 MB
Size: on disk: 337920 MB
Description: A high-performance solution that accelerates and simplifies

compliance by providing user activity and compliance reporting For
identity, access and data usage across physical, virtual and cloud
environments,

Help | < Back | Mext = I Cancel

Y
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Aparecera la pagina End User License Agreement. Esta pagina muestra el
acuerdo de licencia para los productos de terceros. Debe aceptar este
acuerdo de licencia para instalar CA Enterprise Log Manager.

11. Lea el texto de la licencia.

Deploy O¥F Template

End User License Agreement

Accept the end user license agreements.,

=0l

SOUrce

OVE Template Details

End User License Agreene
Name and Location
Deployment Configuration
Hosk [ Clusker

Propetties

Ready to Complete

IMPORTANT - READ CAREFULLY! This product may contain software provided by
third parties who require agreement to additional terms and conditions prior to
installation of this product, These additional kerms are presented below after

the CA End User License Agreement. You must read and accept the following terms
and conditions BEFORE performing an installation of this product. By

installing, copying or otherwise using this product, vou agree you have read,
understood and will comply with all of the terms and conditions presented

below. IF you do nat agree ta all of these terms, do nat install or use this

product,

BY ENTERING THE COMMAMND PROYIDED BELOW AND PRESSIMG THE ENTER KEY, YOU AGREE
THAT ¥OLU HAYE READ, UMDERSTOOCD AND WILL COMPLY WITH ALL OF THE FOLLOWING
TERMS AND CONDITIONS.

TERMS AND CONDITIONS

A, Inc, {"CA")

4 | | LI Accept I

Help |

= Back Text = |
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12. Haga clic en Accept y, a continuacion, en Next.

Se abrira la pagina Name and Location. Esta pagina permite agregar un
nombre para identificar el servidor de CA Enterprise Log Manager y
especificar el centro de datos donde desea aprovisionar al servidor de CA
Enterprise Log Manager.

13. Introduzca el nombre del servidor de CA Enterprise Log Manager en el
campo Name, seleccione el centro de datos en Inventory Locationy a
continuacion haga clic en Next.

Nota: De forma predeterminada, el nombre especificado en la plantilla de
OVF se muestra en el campo Name.

fF Deploy O¥F Template _ Dlﬂ

Name and Location
Specify a name and location For the deployed template

Source Marme:
OWF Template Details "
OYF Template Details E:xample CA Enterprise Log Manager

End User License Aqreement

Name and Location

Deplovment Configuration
Host | Clusker

Resource Pool

Properties

Ready ta Complete

The name can contain up to 80 characters and it must be unique within the inventory Folder,

Invvenkory Location:

= @ elmga-wserver.ca.com

[F5 ELMQa Agents Datacenter
ELMQA Persistent Lab (L)
75 ELMQA Persistent Lab (MC)
J_'l ELMQ# SP2 wipp Datacenter

Help | < Back | Next = I Caneel |

4
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14,

Aparecera la pagina Deployment Configuration. La pagina Deployment
Configuration permite especificar el modo de configuracidn del servidor de
CA Enterprise Log Manager deseado para el aprovisionamiento.

Seleccione Medium o Large en el desplegable Configuration y haga clic en
Next.

(% Deploy OYF Template o =]

Deployment Configuration
Select a deployment configuration,

Source
OVE Template Details

End User License Agreement Canfiguration:
bame and Locetion =

Deployment Configuratior
Host | Cluster

Resource Pool

Properties

Ready to Complete

Medium setup. Requires 4 CPUs and & GE of memary,

N —
Help | < Back | Mext = I Cancel

4
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15.

Si selecciona Medium, VMware proporciona cuatro CPU con 8 GB de
memoria RAM cada una. Si selecciona Large, VMware proporciona ocho
CPU con 8 GB de memoria RAM cada una.

Nota: Se recomienda utilizar una configuraciéon de implementacién media
para aprovisionar servidores de recopilacion y una configuracion de
implementacion grande para servidores de gestidn o de informes.

Se abrira la pagina Host / Cluster. Esta pagina solamente aparecera si no se
ha seleccionado el grupo de recursos antes de iniciar la importacién de la
plantilla de OVF. La pagina Host / Cluster mostrara el centro de datos
seleccionado y los clusteres disponibles. La ubicacidon de los clusteres se
debe especificar bajo el centro de datos donde se desea aprovisionar el
servidor de CA Enterprise Log Manager.

Seleccione uno de los clusteres bajo el centro de datos y a continuacion
haga clic en Next.
(=]

Host / Cluster
On which host or custer do you want to run the deployed template?

Source

75 ELMCA SP2 wipp Datacenter
OVF Template Details = i Bme PR

End User License Agresment % ‘{100?100001200

Mame and Location
Deployment Configuration
Host / Cluster
Properties

Ready to Complete

Compatibility:

Walidation not applicable this time.,

Help | < Back | Mext = I Cancel

4
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Se abrira la pagina Properties. Esta pagina contiene la configuracién del host
y la configuracién de CA Enterprise Log Manager.

16. Introduzca los valores para cada campo, utilizando para ello la informacién
reunida durante la confeccion de la hoja de trabajo de instalacién y haga clic
en Next.

JSI=TE]

Propetties
iZustomize the software solution For this deployment,

Source
OVF Template Details -
End User LICBHS? Agreement A. Host Settings
Marne and Location
Deplovment Configuration A. Host Name

Host [ Cluster Enter name of this host machine.
Properties
Ready to Complete

Iexamplecaalm

B. Root Password
Enter raot password of this machine,

Iexamplemutpasswmd

C. IP Address
Enter IP' address of this machine.

|172‘160‘U .0

D. Subnet Mask
Enter the subnet mask.
., o0 .0 .0

E. Default Gateway
Enter the IP addiess of the default gateway. —

198 18 , 0 , O

F. DNS Servers

Enter a list of the IP addresses for your DNS servers. Use a comma to separate the [P
addresses of the DNS servers.

|198‘168.10.20, 195.,168.10,25

G. Domain HName
Enter the damain name of this machine.

Iexample.com

H. Time Zone
Choose the time 2one

IAfncaIAbidjan j

Help | = Back. | Mext = I Cancel |
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Deploy O¥F Template =10 =

Properties
Customize the software solution For this deployment,

Source

OYF Template Details

End User License Agresment
Tame: and Location
Deployment Configuration
Host [ Cluster

Properties Iexample.cum
Ready to Complete

|158.165.10.20, 196, 168.10.25 B

G. Domain Name
Enter the domain name of this machine.

H. Time Zone
Choose the time 2one

IAFncaIAbld]an j

B. CA Enterprise Log Manager Settings

A_ Location of CA EEM Server

Select Local if the CA EEM server is to be installed an this host. Select Remate if this Cé
Enterprize Log Manager server must use a remote C4 EEM server

ILocaI j

B. Host Name or IP Address of the Remote CA EEM Server

Specify the P address or the host name of the remote CA EEM server. Enter none to install a
CAEEM server on this host

Inone

C. Password for CA EEM Server
Enter the password for the EEM server Eiamdmin user.

Iexampleeiamadm\npasswurd

D. FIPS Mode

Do pou want ta run Cé Enterprize Log Manager in FIPS mode™ Choose Yes for FIPS mode or
Mo for non-FIPS mode.

|ves =l

E. Agent Authentication Key

Enter the Agent Authentication key. This key iz required if you chose a remote CA EEM
server

IThis_i5_defau\t_authsnti:at\un_key

S

Help = Back | Mext = I Cancel |

4

Se abrira la pagina Ready to Complete. Esta pagina muestra un resumen de
los detalles introducidos a lo largo de las paginas anteriores.
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17. Verifique los datos introducidos y haga clic en Finish.

[ Deploy O¥F Template =1olx|

Ready to Complete
Are these the options you want to use?

Source ‘When you click Finish, the deployment task will be started.
OVF Template Details - b settings:
End User License Agreement AL LR
Name and Location OV file: C:\Program FilesiCa ELMICA Enterprise Log Manager.ovf
Deployment Configuration D.Dwnluaé Siee: 1964 1B
Size: on disk: 337920 MB
M‘M Mame: Example CA Enterprise Log Manager
Properties Folder: ELMQ# 5P2 whpp Datacenter
Ready to Complete Deployment Configuration:  medium
HostfCluster: 10.10.0.10
Datastore: Storage - 172.60.10.20
Metwork Mapping: "W Network! to "W Netwark”
IP Allocation: Fixed, IPv4
Froperky: HOSTHAME = examplecaslm
Property: ROOT_PASSWORD = examplerootpassword
Property: IP_ADDRESS = 172.60.0.0
Property: SUBMET_MASK = 10.0.0.0
Properky: DEFAULT_GATEWAY = 198.168.0.0
Propetty: DKS_SERWERS = 198.168.10.20. 198,165, 10.25
Property: DOMAIM_MAME = example.com
Properky: TIMEZCME = AfricalAbidian
Properky: LOCAL_REMOTE_EEM = Local
Property: REMOTE_EEM_LOCATION = none
Property: EEM_PASSWORD = examplesiamadminpassword
Property: FIPS_MODE = YES
Property: AGEMT_AUTHEMTICATIOM_KEY = This_is_default_authentication_key
4 | |
Help = Back | Finish I Cancel |

Y

Se mostarard el mensaje Opening VI target. Se mostrard el estado de
implementacion del dispositivo virtual. Si la instalacidn tiene éxito, el
dispositivo virtual aparecera listado bajo el almacén de datos seleccionado
en el panel izquierdo.

18. (Opcional) Si desea realizar cambios en los detalles introducidos, haga lo
siguiente:

a. Haga clic en Back tantas veces como sea necesario en la ventana Deploy
OVF Template hasta llegar a la pagina pertinente.

b. Realice los cambios necesarios.

c. Haga clic en Next tantas veces como sea necesario en la ventana Deploy
OVF Template hasta llegar a la pagina Ready to Complete.
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Configuracion de los parametros Paravirtualization y Resource

Después de importar la plantilla de OVF, se deben configurar manualmente los

parametros paravirtualization y resources para mejorar el rendimiento del
servidor de CA Enterprise Log Manager aprovisionado.

Para configurar los parametros paravirtualization y resource

1.

Hardware Options |Resources|

Settings

General Options

whpp Options
License Agreements
Properties
1P Allocation Policy
OVF Settings
Advanced

Yiware Tools

Power Management

Advanced
General
CPUID Mask.
Book Cptions
Paravirtualization
Fibre Channel MPTY
CPUSMMU Yirkualization
Swapfile Location

| Surmmary
Example CA Enterpr...
Enabled
Present
Configured
Fixed, IPvd
Enabled
Configured
Shut Down
Standby

Mormal

Expose MNx flagto ...
Delay 0 ms

Enabled

Mone

Autornatic

Use default settings

Haga clic con el botén secundario secundario del ratén en el nuevo
dispositivo virtual de CA Enterprise Log Manager en el panel izquierdo y
haga clic en Edit Settings.

Aparecera la ventana <nombre del dispositivo virtual de CA Enterprise Log
Manager> - Virtual Machine Properties.

Haga clic en la ficha Option de la ventana.

Seleccione el pardmetro Paravirtualization en el panel izquierdo y seleccione
la opcidn Support VMI Paravirtualization de el panel derecho.

@ Example CA Enterprise Log Manager - ¥irtual Machine Properties =] E3

Virtual Machine Yersion: 7

WMI is a paravirtualization standard supported by some
guest operating systems, Guests that recognize YMI will
qgain significantly improved performance with YMI support,

Guest operating systems which do not use YMI will gain no
performance benefit fram this support.

Enabling YMI support will restrict the virtual machine's
compatability For YMation and some other migrations, ko
other hosts which offer YMI suppart,

Help |

oK Canicel |
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4. Haga clic en la ficha Resources de la ventana.

5. Seleccione la opcidn CPU bajo la columna Settings y seleccione High en el
desplegable Shares, en la seccién Resource Allocation.

|J-_-T,J Example CA Enterprise Log Manager - ¥irtual Machine Properties

Hardware I Options ~Resources |

Virtual Machine Yersion: 7
Settings | Summary || —Resource Allocation
CPU 0 MHz —
emary i Shares: [EE—] | =]
Disk Hormal Reserwvation: J— I o 3: MHz
Advanced CPU HT Sharing: Any A
Lirnit: _ J I 11968 3: MHz
V' Urilimited

£ Limit based on parent resource pool or current host

Help |

[8]4 Cancel |
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6. Seleccione la opcidn Memory bajo la columna Settings y seleccione High en
el desplegable Shares, en la seccién Resource Allocation.

|J-_-T,J Example CA Enterprise Log Manager - ¥irtual Machine Properties

Hardware I Options ~Resources |
Settings

Virtual Machine Yersion: 7
| Summary | —Resource Allocation
CPU 0 MHz —
] T0E Shares: | vl | 16340 =
Disk Hormal Reserwvation: J— I o 3: ME
Advanced CPU HT Sharing: Any A
Limit: J [ eeaa=]me
M Unlimited
£ Limit based on parent resource pool or current host

Help | OF Cancel |

Y

7. Hagaclicen OK.

8. Nota: Si desea obtener mas informacidn acerca de la paravirtualizacion,
visite www.vmware.com.

Apéndice E: CA Enterprise Log Manader y virtualizacion 377



Creacion de servidores de CA Enterprise Log Manager mediante dispositivos virtuales

Encendido del servidor de CA Enterprise Log Manader aprovisionado

Debe encender el servidor de CA Enterprise Log Manager para empezar a
ejecutarlo.
Para encender un servidor de CA Enterprise Log Manager

1. Seleccione el nuevo servidor de CA Enterprise Log Manager en el panel
izquierdo de la ventana de la aplicacién de VMware.

2. Haga clic en la opcidon Power on bajo Basic Tasks, dentro de la ficha Getting
Started en el panel derecho.

El servidor de CA Enterprise Log Manager se encendera.
Nota: Compruebe que el servidor primario de CA Enterprise Log Manager se

estd ejecutando antes de encender un servidor secundario de CA Enterprise Log
Manager.

Instalacion silenciosa de servidores de CA Enterprise Log Manader

Para realizar una instalacién silenciosa, debe realizar las siguientes tareas:
1. Invoque la aplicacién OVF Tool.

2. Configure los parametros Paravirtualization y Resource.

3. Encienda el servidor de CA Enterprise Log Manager aprovisionado.

La siguiente tabla describe los parametros utilizados para implementar CA

Enterprise Log Manager mediante OVF Tool. Se deben especificar estos
pardmetros como argumentos de linea de comandos en la linea de comandos.

Informacion obligatoria Valor Comentarios

Configuracion especifica del host

HOSTNAME el nombre de host  Especifique el nombre de host para este
de este servidor de servidor utilizando Unicamente caracteres
CA Enterprise Log  compatibles para host. La normativa del sector
Manager recomienda el uso de A-Z (con distincién de
Por ejemplo: mayusculas y minusculas), 0-9 y guién, donde
el primer caracter es una letra y el dltimo
caracter es alfanumérico. No utilice el caracter
de guidén bajo en los nombres de host ni afiada
el nombre de un dominio al host.

CA-ELM1

Nota: El nombre de host no puede tener mas
15 caracteres.
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Informacion obligatoria

Valor

Comentarios

ROOT_PASSWORD

nueva contrasefia
raiz

Cree y confirme una nueva contrasefia raiz
para este servidor.

IP_ADDRESS

la direccion IPv4
pertinente

Introduzca una direccién IP valida para este
servidor.

SUBNET_MASK

la direccion IP
pertinente

Introduzca una mascara de subred valida para
utilizar con este servidor.

DEFAULT_GATEWAY

la direccion IP
pertinente

Introduzca una mdascara de subred valida y una
puerta de enlace predeterminada para utilizar
con este servidor.

DNS_SERVERS

las direccion I1Pv4
pertinentes

Introduzca una o mas direcciones IP en uso del
servidor DNS de su red.

La lista estd separada por comas y no tiene
espacios entre las entradas.

Si sus servidores DNS utilizan direccionamiento
IPv6, introduzca estas direcciones con ese
formato.

DOMAIN_NAME

el nombre de
dominio

Introduzca un nombre de dominio completo en
el que opera este servidor, por ejemplo,
mycompany.com.

Nota: El nombre de dominio debe estar
registrado como servidor DNS (servidor de
nombres de dominio) en la red para que se
permita la resolucién del nombre de host en la
direccién IP.

acceptAllEulas

Accept

Acepte el acuerdo de licencia de CA para
continuar el aprovisionamiento del servidor de
CA Enterprise Log Manager.

deploymentOption

Medium o Large

Si selecciona Medium, VMware proporciona
cuatro CPU con 8 GB de memoria RAM cada
una. Si selecciona Large, VMware proporciona
ocho CPU con 8 GB de memoria RAM cada una.

TIMEZONE

la zona horaria
deseada

Seleccione la zona horaria en la que reside el
servidor.

Configuracidn especifica de la aplicacién
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Informacion obligatoria

Valor

Comentarios

LOCAL_REMOTE_EEM

Local: para el
primer servidor
instalado (servidor
de gestion)

Remoto: para cada
servidor adicional

Indique si desea utilizar un servidor de CA EEM
local o remoto.

Para un servidor de gestion de CA Enterprise
Log Manager, seleccione Local. La instalacién le
solicitara que cree una contrasefia para la
cuenta de usuario de EiamAdmin
predeterminada.

Para cada servidor adicional, seleccione
Remoto. La instalacién le solicitard el nombre
del servidor de gestidn.

Independientemente de si selecciona local o
remoto, debe utilizar el ID y la contraseia de la
cuenta EiamAdmin para iniciar sesidn por
primera vez en cada servidor de CA Enterprise
Log Manager.

REMOTE_EEM_LOCATION

Direccion IP o
nombre de host

Introduzca este valor solamente si ha
seleccionado Remoto en la opcién de servidor
local o remoto.

Introduzca la direccién IP o el nombre de host
del servidor de gestidn de CA Enterprise Log
Manager que ha instalado primero.

El nombre de host debe estar registrado como
servidor DNS.

Si desea utilizar un servidor local de CA EEM, el
valor predeterminado es ninguno.
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Informacion obligatoria Valor

Comentarios

EEM_PASSWORD Contrasefia de la
cuenta EiamAdmin

Registre la contrasefia de la cuenta
predeterminada del administrador,
EiamAdmin.

El servidor de CA Enterprise Log Manager
requiere las credenciales de esta cuenta para el
inicio de sesidn inicial.

Si estd instalando el servidor de gestion, creara
y confirmara aqui una nueva contrasena de
EiamAdmin.

Tome nota de esta contrasefia ya que la
necesitara de nuevo durante las instalaciones
de otros agentes y servidores de CA Enterprise
Log Manager.

Nota: La contrasefia introducida aqui también
es la contraseiia inicial de la cuenta de
caelmadmin predeterminada que utilizard para
acceder directamente al servidor de CA
Enterprise Log Manager a través de ssh.

Si lo desea, puede crear mds cuentas de
administrador para acceder a las funciones de
CA EEM después de realizar la instalacidn.

FIPS_MODE Si o no.

Especifica si el dispositivo virtual debe
ejecutarse en modo FIPS o no FIPS. Si ha
decidido utilizar un servidor local de CA EEM,
puede elegir cualquier modo. Si ha decidido
utilizar un servidor remoto de CA EEM, debe
elegir el modo que utiliza el servidor remoto de
CA EEM.

AGENT_AUTHENTICATION_KEY el valor pertinente

Si ha decidido utilizar un servidor remoto de CA
EEM, especifique la clave de autenticacion para
el agente de CA Enterprise Log Manager.

Si ha decidido utilizar un servidor local de CA
EEM, no necesita introducir ningln valor.

Mas informacion

Adicién de servidores virtuales a su entorno (en la pagina 338)

Creacidn de un entorno completamente virtual (en la pagina 362)

Implementacién rapida de servidores virtuales (en la pagina 388)
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Invoque OVF Tool desde la linea de comandos

Nota:Debe instalar OVF Tool 1.0.0.0 antes de realizar la instalacion silenciosa. Si
desea obtener mas informacidn acerca de OVF Tool, consulte la guia VMware's
OVF Tool User Guide o visite www.vmware.com.

Para invocar OVF Tool es necesario pasar los pardmetros de configuracién como
argumentos de linea de comando.

Nota: Se recomienda encarecidamente utilizar una configuracién de
implementacidon media para aprovisionar servidores de recopilacién y una
configuracion de implementacién grande para servidores de informes. También
se recomienda utilizar el método de implementacion gruesa (thick).

Para invocar OVF Tool desde la linea de comandos

1. Abra el simbolo del sistema en el equipo donde estd instalado el cliente de
VMware vSphere.

2. Ejecute el siguiente comando para invocar OVF Tool:

ovftool -dm=thick --acceptAllEulas --name=value --deploymentOption=value --
prop:ROOT_PASSWORD=value --prop:LOCAL REMOTE EEM=value --

prop:REMOTE EEM LOCATION=value --prop:EEM PASSWORD=value --

prop:FIPS MODE=value --prop:AGENT AUTHENTICATION KEY=value --

prop:IP ADDRESS=value --prop:SUBNET MASK=value --prop:HOSTNAME=value --
prop:DEFAULT GATEWAY=value --prop:DNS SERVERS=value --prop:DOMAIN NAME=value
--prop:TIMEZONE=value <OVF Name.ovf>
vi://username:password@hostname of VMware vSphere Client/Datacenter/host/host
name

Se mostarard el mensaje Opening VI target. Se mostrara el estado de
implementacion del servidor de CA Enterprise Log Manager. Si la instalacion
tiene éxito, el servidor de CA Enterprise Log Manager aparecera listado bajo
el almacén de datos seleccionado en el panel izquierdo.

Nota: Si alglin valor de las propiedades contiene espacios, agregue comillas
dobles al principio y final de ese valor. Por ejemplo, si el valor de OVF name
es CA ELM, introduzcalo como "CA ELM.ovf". Si desea obtener mas
informacién acerca de OVF Tool, consulte la guia OVF Tool User Guide.

Ejemplo
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ovftool -dm=thick --acceptAllEulas --name="example server" --
deploymentOption=medium --prop:ROOT PASSWORD="example password" --
prop:LOCAL REMOTE EEM=Local --prop:REMOTE EEM LOCATION=none --

prop:EEM PASSWORD=calmrl2 --prop:FIPS MODE=YES --

prop:AGENT AUTHENTICATION KEY="This is default authentication key" --

prop:IP ADDRESS=172.168.0.0 --prop:SUBNET MASK=10.0.0.0 --
prop:HOSTNAME="example serverl" --prop:DEFAULT GATEWAY=198.168.0.0 --

prop:DNS SERVERS=198.168.10.20,198.168.10.25 --prop:DOMAIN NAME=example.com --
prop: TIMEZONE=Asia/Kolkata "C:\Program Files\CA ELM\CA Enterprise Log
Manager.ovf"
"vi://administrator:password@examplevmwarehost/ELMQAvAppDatacenter/host/10.0.10.0
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Configuracion de los parametros Paravirtualization y Resource

Después de importar la plantilla de OVF, se deben configurar manualmente los

parametros paravirtualization y resources para mejorar el rendimiento del
servidor de CA Enterprise Log Manager aprovisionado.

Para confiqurar los parametros paravirtualization y resource

1.

Hardware Cptions |Resources|

@ Example CA Enterprise Log Manager - ¥irtual Machine Properties

Settings

General Options

whpp Options
License Agreements
Properties
IP allocation Policy
OYF Settings
Advanced

Yiware Tools

Power Management

Advanced
General
CPUID Mask
Biook Options
Paravirtualization
Fibre Channel NPTV
CPUSMMU Yirtualization
Swapfile Location

| Summary
Example C& Enterpr...
Enabled
Present
Configured
Fixed, IPv4
Enabled
Configured
Shut Down
Standby

Mormal

Expose Mx flagto ...
Delay 0 ms

Enabled

More

Autornatic

Use default settings

Haga clic con el botén secundario secundario del ratén en el nuevo
dispositivo virtual de CA Enterprise Log Manager en el panel izquierdo y
haga clic en Edit Settings.

Aparecera la ventana <nombre del dispositivo virtual de CA Enterprise Log
Manager> - Virtual Machine Properties.

Haga clic en la ficha Option de la ventana.

Seleccione el pardmetro Paravirtualization en el panel izquierdo y seleccione
la opcidn Support VMI Paravirtualization de el panel derecho.

IS[=1 E3

Wirtual Machine Yersion: 7

WML is & paravirtualization standard supported by some
guest operating systems, Guests that recognize YMI will
gain significantly improved performance with VML support.,

Guest operating systems which do not use YMI will gain no
performance benefit fram this suppart,

Enabling ¥MI support will restrict the virtual machine's
compatability For Y¥Motion and some other migrations, ko
other hosts which offer WMI support,

F i

Help |

ok Cancel
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4. Haga clic en la ficha Resources de la ventana.

5. Seleccione la opcidn CPU bajo la columna Settings y seleccione High en el
desplegable Shares, en la seccién Resource Allocation.

|J_j Example CA Enterprise Log Manager - ¥Yirtual Machine Properties

Hardware I Options ~ Resources I

Virtual Machine Wersion: 7

Settings | Summary

CPU 0MHz

Mernory 0 MB

Disk. Marmal
Advanced CPU HT sharing: Any

| —Resource Allocation

Shares: [T [ | oo =]
Reservation: J— I 03: MHz
AN

Lirnit:; '—J I 119683: MHz

¥ Unlimited

£ Limit based on parent resource pool or current haost

Help |

oK Canicel |

4
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6. Seleccione la opcidn Memory bajo la columna Settings y seleccione High en
el desplegable Shares, en la seccién Resource Allocation.

Hardware I Options ~ Resources I

Settings | Summary

CPU 0MHz

Mernory 0 MB

Disk. Marmal
Advanced CPU HT sharing: Any

|J_j Example CA Enterprise Log Manager - ¥irtual Machine Properties

Virtual Machine Wersion: 7

—Resource Allocation

Shares: | vl | 163840 =

Reservation: J— I 03: MB
iy

Lirit: J [ een=lme

¥ Unlimited

& Limit based on parent resource pool or current host

Help |

oK Canicel |

4

7. Hagaclicen OK.

8. Nota: Si desea obtener mas informacién acerca de la paravirtualizacion,
visite www.vmware.com.
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Encendido del servidor de CA Enterprise Log Manader aprovisionado

Debe encender el servidor de CA Enterprise Log Manager para empezar a
ejecutarlo.

Para encender un servidor de CA Enterprise Log Manager

1. Seleccione el nuevo servidor de CA Enterprise Log Manager en el panel
izquierdo de la ventana de la aplicacién de VMware.

2. Haga clic en la opcidon Power on bajo Basic Tasks, dentro de la ficha Getting
Started en el panel derecho.

El servidor de CA Enterprise Log Manager se encendera.

Nota: Compruebe que el servidor primario de CA Enterprise Log Manager se
estd ejecutando antes de encender un servidor secundario de CA Enterprise Log
Manager.

Comprobacion de la instalacion de servidores virtuales de CA Enterprise Log Manader

Al encender un servidor de CA Enterprise Log Manager aprovisionado, se
mostrara en la ficha Console de la ventana del cliente de VMware vSphere una
URL para acceder a CA Enterprise Log Manager. Utilice esta URL y las siguientes
credenciales de inicio de sesidn predeterminadas para acceder a CA Enterprise
Log Manager:

Nombre de usuario predeterminado: EiamAdmin

Contraseia Predeterminada: la contrasefia introducida durante el
procedimiento de instalacién del servidor de CA Enterprise Log Manager

Mas informacion

Adicidn de servidores virtuales a su entorno (en la pagina 338)
Creacion de un entorno completamente virtual (en la pagina 362)
Implementacién rapida de servidores virtuales (en la pagina 388)
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Implementacion rapida de servidores virtuales

El proceso que se debe seguir para implementar rapidamente servidores
virtuales de CA Enterprise Log Manager para la recopilacion incluye los
siguientes procedimientos.

1.
2.

Descargue el paquete del dispositivo virtual de CA Enterprise Log Manager.

Haga una instalacidn silenciosa para los servidores de CA Enterprise Log
Manager.

Configure los servidores de dispositivos virtuales, tal y como se describe en
la seccidn que cubre la instalacion de servidores de CA Enterprise Log
Manager.

Importante: Si desea dar aprovisionamiento a un servidor de CA Enterprise Log
Manager mediante el dispositivo virtual, el nombre de instancia de la aplicacion
del servidor primario de CA Enterprise Log Manager debe ser CAELM.

Descarda del paquete del dispositivo virtual

La imagen de distribucién para el dispositivo virtual de CA Enterprise Log
Manager estd disponible en Soporte de CA en linea, dentro del vinculo
Descargas. Deberd descargar estos cinco archivos:

El archivo de manifiesto
El archivo .ovf

Tres archivos de disco virtual

Instalacion silenciosa de servidores de CA Enterprise Log Manager

Para realizar una instalacién silenciosa, debe realizar las siguientes tareas:

1.
2.
3.

Invoque la aplicacién OVF Tool.
Configure los parametros Paravirtualization y Resource.

Encienda el servidor de CA Enterprise Log Manager aprovisionado.

La siguiente tabla describe los parametros utilizados para implementar CA
Enterprise Log Manager mediante OVF Tool. Se deben especificar estos
parametros como argumentos de linea de comandos en la linea de comandos.

Informacion obligatoria

Valor Comentarios

Configuracidn especifica del host
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Informacion obligatoria

Valor

Comentarios

HOSTNAME

el nombre de host

de este servidor de

CA Enterprise Log
Manager

Por ejemplo:
CA-ELM1

Especifique el nombre de host para este
servidor utilizando Unicamente caracteres
compatibles para host. La normativa del sector
recomienda el uso de A-Z (con distincidon de
mayusculas y minusculas), 0-9 y guién, donde
el primer caracter es una letra y el dltimo
caracter es alfanumérico. No utilice el caracter
de guidn bajo en los nombres de host ni aflada
el nombre de un dominio al host.

Nota: El nombre de host no puede tener mas
15 caracteres.

ROOT_PASSWORD

nueva contrasefia
raiz

Cree y confirme una nueva contrasefia raiz
para este servidor.

IP_ADDRESS

la direccion IPv4
pertinente

Introduzca una direccién IP valida para este
servidor.

SUBNET_MASK

la direccion IP
pertinente

Introduzca una mascara de subred valida para
utilizar con este servidor.

DEFAULT_GATEWAY

la direccion IP
pertinente

Introduzca una mdascara de subred valida y una
puerta de enlace predeterminada para utilizar
con este servidor.

DNS_SERVERS

las direccion I1Pv4
pertinentes

Introduzca una o mas direcciones IP en uso del
servidor DNS de su red.

La lista estd separada por comas y no tiene
espacios entre las entradas.

Si sus servidores DNS utilizan direccionamiento
IPv6, introduzca estas direcciones con ese
formato.

DOMAIN_NAME

el nombre de
dominio

Introduzca un nombre de dominio completo en
el que opera este servidor, por ejemplo,
mycompany.com.

Nota: El nombre de dominio debe estar
registrado como servidor DNS (servidor de
nombres de dominio) en la red para que se
permita la resolucién del nombre de host en la
direccién IP.

acceptAllEulas

Accept

Acepte el acuerdo de licencia de CA para
continuar el aprovisionamiento del servidor de
CA Enterprise Log Manager.
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Informacion obligatoria

Valor

Comentarios

deploymentOption

Medium o Large

Si selecciona Medium, VMware proporciona
cuatro CPU con 8 GB de memoria RAM cada
una. Si selecciona Large, VMware proporciona
ocho CPU con 8 GB de memoria RAM cada una.

TIMEZONE

la zona horaria
deseada

Seleccione la zona horaria en la que reside el
servidor.

Configuracidn especifica de la aplicacion

LOCAL_REMOTE_EEM

Local: para el
primer servidor
instalado (servidor
de gestion)

Remoto: para cada
servidor adicional

Indique si desea utilizar un servidor de CA EEM
local o remoto.

Para un servidor de gestion de CA Enterprise
Log Manager, seleccione Local. La instalacién le
solicitara que cree una contrasefia para la
cuenta de usuario de EiamAdmin
predeterminada.

Para cada servidor adicional, seleccione
Remoto. La instalacién le solicitard el nombre
del servidor de gestion.

Independientemente de si selecciona local o
remoto, debe utilizar el ID y la contraseia de la
cuenta EiamAdmin para iniciar sesidn por
primera vez en cada servidor de CA Enterprise
Log Manager.

REMOTE_EEM_LOCATION

Direccion IP o
nombre de host

Introduzca este valor solamente si ha
seleccionado Remoto en la opcién de servidor
local o remoto.

Introduzca la direccién IP o el nombre de host
del servidor de gestidn de CA Enterprise Log
Manager que ha instalado primero.

El nombre de host debe estar registrado como
servidor DNS.

Si desea utilizar un servidor local de CA EEM, el
valor predeterminado es ninguno.

390 Guia de implementacion



Creacion de servidores de CA Enterprise Log Manager mediante dispositivos virtuales

Informacion obligatoria Valor

Comentarios

EEM_PASSWORD Contrasefia de la
cuenta EiamAdmin

Registre la contrasefia de la cuenta
predeterminada del administrador,
EiamAdmin.

El servidor de CA Enterprise Log Manager
requiere las credenciales de esta cuenta para el
inicio de sesidn inicial.

Si estd instalando el servidor de gestién, creara
y confirmara aqui una nueva contrasena de
EiamAdmin.

Tome nota de esta contrasefia ya que la
necesitara de nuevo durante las instalaciones
de otros agentes y servidores de CA Enterprise
Log Manager.

Nota: La contrasefia introducida aqui también
es la contraseiia inicial de la cuenta de
caelmadmin predeterminada que utilizard para
acceder directamente al servidor de CA
Enterprise Log Manager a través de ssh.

Si lo desea, puede crear mds cuentas de
administrador para acceder a las funciones de
CA EEM después de realizar la instalacidn.

FIPS_MODE Si o no.

Especifica si el dispositivo virtual debe
ejecutarse en modo FIPS o no FIPS. Si ha
decidido utilizar un servidor local de CA EEM,
puede elegir cualquier modo. Si ha decidido
utilizar un servidor remoto de CA EEM, debe
elegir el modo que utiliza el servidor remoto de
CA EEM.

AGENT_AUTHENTICATION_KEY el valor pertinente

Si ha decidido utilizar un servidor remoto de CA
EEM, especifique la clave de autenticacion para
el agente de CA Enterprise Log Manager.

Si ha decidido utilizar un servidor local de CA
EEM, no necesita introducir ningln valor.

Mas informacion

Adicién de servidores virtuales a su entorno (en la pagina 338)

Creacidn de un entorno completamente virtual (en la pagina 362)

Implementacién rapida de servidores virtuales (en la pagina 388)
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Invocacion de OVF Tool mediante scripts

Nota:Debe instalar OVF Tool 4.0.0 antes de realizar la instalacion silenciosa. Si
desea obtener mas informacidn acerca de OVF Tool, consulte la guia VMware's
OVF Tool User Guide o visite www.vmware.com.

Es posible instalar varios servidores de CA Enterprise Log Manager de forma
simultanea si se crean y se ejecutan scripts que contengan los comandos que
realizan la invocacién de OVF Tool. Se puede utilizar cualquier idioma de
generacion de scripts para crear estos scripts.

Para invocar OVF Tool mediante scripts
1. Cree un script para la invocacién de OVF Tool.

2. Abra el simbolo del sistema en el equipo donde esta instalado el cliente de
VMware vSphere.

3. Desplacese hasta la ruta de acceso en la que ha guardado el script.
4. Ejecute el script.

Se mostarard el mensaje Opening VI target. Se mostrard el estado de
implementacion de cada servidor de CA Enterprise Log Manager. Si la
instalacidn tiene éxito, el servidor de CA Enterprise Log Manager aparecera
listado bajo el almacén de datos seleccionado en el panel izquierdo.

Ejemplo 1: Script por lotes para crear un servidor primario y un servidor
secundario de CA Enterprise Log Manader

REM Primary CA Enterprise Log Manager Server

ovftool -dm=thin --acceptAllEulas --name="example primaryserver" --
deploymentOption=medium --prop:ROOT PASSWORD="example password" --
prop:LOCAL REMOTE EEM=Local --prop:REMOTE EEM LOCATION=none --

prop:EEM PASSWORD=calmrl2 --prop:FIPS MODE=YES --

prop:AGENT AUTHENTICATION KEY="This is default authentication key" --

prop:IP ADDRESS=172.162.0.0 --prop:SUBNET MASK=10.0.0.0 --
prop:HOSTNAME="example primary server" --prop:DEFAULT GATEWAY=198.168.0.0 --
prop:DNS SERVERS=198.168.10.20,198.168.10.25 --prop:DOMAIN NAME=example.com --
prop:TIMEZONE=Asia/Kolkata "C:\Program Files\CA ELM\CA Enterprise Log
Manager.ovf"
"vi://administrator:password@examplevmwarehost/ELMQAvAppDatacenter/host/10.0.10.0

REM Secondary CA Enterprise Log Manager Server
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ovftool -dm=thin --acceptAllEulas --name="example secondaryserver" --
deploymentOption=medium --prop:ROOT PASSWORD="example passwordl" --
prop:LOCAL REMOTE EEM="Remote" --prop:REMOTE EEM LOCATION="example primaryserver"
--prop:EEM PASSWORD="calmrl2" --prop:FIPS MODE="YES" --

prop:AGENT AUTHENTICATION KEY="This is default authentication key" --

prop:IP ADDRESS="172.168.10.10" --prop:SUBNET MASK="10.0.10.10" --
prop:HOSTNAME="example secondary server" --prop:DEFAULT GATEWAY="198.168.10.30" -
-prop:DNS_SERVERS="198.168.20.20,198.168.20.25" --prop:DOMAIN NAME="example.com"
--prop:TIMEZONE="Asia/Kolkata" "C:\Program Files\CA ELM\CA Enterprise Log
Manager.ovf"
"vi://administrator:password@examplevmwarehost/ELMQAvAppDatacenter/host/10.0.10.0

Ejemplo 2: Script por lotes para crear un servidor de gestion y dos servidores de
recopilacion

REM CA Enterprise Log Manager Management Server

ovftool -dm=thin --acceptAllEulas --name="example managementserver" --
deploymentOption=medium --prop:RO0T PASSWORD="example password" --
prop:LOCAL_REMOTE EEM=Local --prop:REMOTE EEM LOCATION=none --

prop:EEM PASSWORD=calmrl2 --prop:FIPS MODE=YES - -

prop:AGENT AUTHENTICATION KEY="This is default authentication key" --

prop:IP ADDRESS=172.168.0.0 --prop:SUBNET MASK=10.0.0.0 --
prop:HOSTNAME="example _management server" --prop:DEFAULT GATEWAY=198.168.0.0 --
prop:DNS SERVERS=198.168.10.20,198.168.10.25 --prop:DOMAIN NAME=example.com --
prop:TIMEZONE=Asia/Kolkata "C:\Program Files\CA ELM\CA Enterprise Log
Manager.ovf"
"vi://administrator:password@examplevmwarehost/ELMQAvAppDatacenter/host/10.0.10.0

REM CA Enterprise Log Manager Collection Server 1

ovftool -dm=thin --acceptAllEulas --name="example collectionserverl" --
deploymentOption=medium --prop:RO0T PASSWORD="example passwordl" --
prop:LOCAL REMOTE EEM=Remote --

prop:REMOTE EEM LOCATION="example managementserver" --prop:EEM PASSWORD=calmrl2 -
-prop:FIPS MODE=YES --

prop:AGENT AUTHENTICATION KEY="This is default authentication key" --

prop:IP ADDRESS=172.168.10.10 --prop:SUBNET MASK=10.0.10.10 --
prop:HOSTNAME="example collection serverl" --prop:DEFAULT GATEWAY=198.168.10.30 -
-prop:DNS_SERVERS=198.168.20.20,198.168.20.25 --prop:DOMAIN NAME=example.com --
prop:TIMEZONE=Asia/Kolkata "C:\Program Files\CA ELM\CA Enterprise Log
Manager.ovf"
"vi://administrator:password@examplevmwarehost/ELMQAvAppDatacenter/host/10.0.10.0

REM CA Enterprise Log Manager Collection Server 2
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ovftool -dm=thin --acceptAllEulas --name="example collectionserver2" --
deploymentOption=medium --prop:ROOT PASSWORD="example password2" --
prop:LOCAL REMOTE EEM=Remote --

prop:REMOTE EEM LOCATION="example managementserver" --prop:EEM PASSWORD=calmrl2
-prop:FIPS MODE=YES --

prop:AGENT AUTHENTICATION KEY="This is default authentication key" --

prop:IP ADDRESS=172.168.10.30 --prop:SUBNET MASK=10.0.10.40 --
prop:HOSTNAME="example collection server2" --prop:DEFAULT GATEWAY=198.168.10.40
-prop:DNS_SERVERS=198.168.30.30,198.168.30.25 --prop:DOMAIN NAME=example.com --
prop: TIMEZONE=Asia/Kolkata "C:\Program Files\CA ELM\CA Enterprise Log
Manager.ovf"
"vi://administrator:password@examplevmwarehost/ELMQAvAppDatacenter/host/10.0.10.
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Configuracion de los parametros Paravirtualization y Resource

Después de importar la plantilla de OVF, se deben configurar manualmente los

parametros paravirtualization y resources para mejorar el rendimiento del
servidor de CA Enterprise Log Manager aprovisionado.

Para confiqurar los parametros paravirtualization y resource

1.

Hardware Options |Resources|

Settings

General Options

whpp Options
License Agreements
Properties
1P Allocation Policy
OVF Settings
Advanced

Yiware Tools

Power Management

Advanced
General
CPUID Mask.
Book Cptions
Paravirtualization
Fibre Channel MPTY
CPUSMMU Yirkualization
Swapfile Location

| Surmmary
Example CA Enterpr...
Enabled
Present
Configured
Fixed, IPvd
Enabled
Configured
Shut Down
Standby

Mormal

Expose MNx flagto ...
Delay 0 ms

Enabled

Mone

Autornatic

Use default settings

Haga clic con el botén secundario secundario del ratén en el nuevo
dispositivo virtual de CA Enterprise Log Manager en el panel izquierdo y
haga clic en Edit Settings.

Aparecera la ventana <nombre del dispositivo virtual de CA Enterprise Log
Manager> - Virtual Machine Properties.

Haga clic en la ficha Option de la ventana.

Seleccione el parametro Paravirtualization en el panel izquierdo y seleccione
la opcidn Support VMI Paravirtualization de el panel derecho.

@ Example CA Enterprise Log Manager - ¥irtual Machine Properties =] E3

Virtual Machine Yersion: 7

WMI is a paravirtualization standard supported by some
guest operating systems, Guests that recognize YMI will
qgain significantly improved performance with YMI support,

Guest operating systems which do not use YMI will gain no
performance benefit fram this support.

Enabling YMI support will restrict the virtual machine's
compatability For YMation and some other migrations, ko
other hosts which offer YMI suppart,

Help |

oK Canicel |
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4. Haga clic en la ficha Resources de la ventana.

5. Seleccione la opcidn CPU bajo la columna Settings y seleccione High en el
desplegable Shares, en la seccién Resource Allocation.

|J-_-T,J Example CA Enterprise Log Manager - ¥irtual Machine Properties

Hardware I Options ~Resources |

Wirtual Machine Yersion: 7
Settings | Summary || —Resource Allacation
CPU 0 MHz -
e e shares: E——] | =]
Disk Normal Reservation: J— I o 3: MHz
Advanced CPU HT Sharing: Any A
Lirriit: _— J I 11965 3: MHz
IV Unlimited

& Limit based on parent resource pool or current host

Help |

Ok Cancel |
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6. Seleccione la opcidn Memory bajo la columna Settings y seleccione High en
el desplegable Shares, en la seccién Resource Allocation.

|J_j Example CA Enterprise Log Manager - ¥irtual Machine Properties

Hardware I Options ~ Resources I

Settings | Summary

CPU 0MHz

Mernory 0 MB

Disk. Marmal
Advanced CPU HT sharing: Any

Virtual Machine Wersion: 7

—Resource Allocation

Shares: | vl | 163840 =
Reservation: J— I o 3: ME
iy

Lirnit:

J | 5635 =] MB

¥ Unlimited

& Limit based on parent resource pool or current host

Help |

oK Canicel |

4

7. Hagaclicen OK.

8. Nota: Si desea obtener mas informacién acerca de la paravirtualizacion,
visite www.vmware.com.
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Encendido del servidor de CA Enterprise Log Manader aprovisionado

Debe encender el servidor de CA Enterprise Log Manager para empezar a
ejecutarlo.

Para encender un servidor de CA Enterprise Log Manager

1. Seleccione el nuevo servidor de CA Enterprise Log Manager en el panel
izquierdo de la ventana de la aplicacién de VMware.

2. Haga clic en la opcidon Power on bajo Basic Tasks, dentro de la ficha Getting
Started en el panel derecho.

El servidor de CA Enterprise Log Manager se encendera.

Nota: Compruebe que el servidor primario de CA Enterprise Log Manager se
estd ejecutando antes de encender un servidor secundario de CA Enterprise Log
Manager.

Comprobacion de la instalacion de servidores virtuales de CA Enterprise Log Manader

Al encender un servidor de CA Enterprise Log Manager aprovisionado, se
mostrara en la ficha Console de la ventana del cliente de VMware vSphere una
URL para acceder a CA Enterprise Log Manager. Utilice esta URL y las siguientes
credenciales de inicio de sesidn predeterminadas para acceder a CA Enterprise
Log Manager:

Nombre de usuario predeterminado: EiamAdmin

Contraseia Predeterminada: la contrasefia introducida durante el
procedimiento de instalacién del servidor de CA Enterprise Log Manager

Mas informacion

Adicidn de servidores virtuales a su entorno (en la pagina 338)
Creacion de un entorno completamente virtual (en la pagina 362)
Implementacién rapida de servidores virtuales (en la pagina 388)

Tareas posteriores a la instalacion
Después del encendido del servidor de CA Enterprise Log Manager, puede hacer
lo siguiente:
m  Cambiar el tipo de teclado

m  Agregar un servidor NTP
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Cambio del tipo de teclado

De forma predeterminada, los servidores de CA Enterprise Log Manager
aprovisionados utilizan el teclado estandar utilizado en Estados Unidos. Se
puede cambiar el tipo de teclado que se utilizara si se modifica el pardmetro de
idioma nacional.

Para cambiar el tipo de teclado

1.
2.

Inicie sesién en la consola de CA Enterprise Log Manager como root.
Ejecute el comando siguiente:

vi /etc/sysconfig/keyboard

El archivo de teclado se abrird en modo de edicion. Se mostraran los
detalles de tipo de teclado.

Modifique el valor de KEYTABLE de US a la configuracién de idioma nacional
gue desea.

Por ejemplo, para utilizar un teclado del Reino Unido, se introduciria el valor
de KEYTABLE como KEYTABLE="UK".

Nota: Para obtener mas informacién acerca de las configuraciones de
idioma nacional, consulte el conjunto de documentacidn de instalacidn de
RHEL.

Guarde y cierre el archivo.
Reinicie el equipo.

El tipo de teclado habrd cambiado.

Adicion de un servidor NTP

Se recomienda encarecidamente agregar un servidor NTP para actualizar la
fecha y la hora del servidor de CA Enterprise Log Manager.

Para agredar un servidor NTP

1.
2.

Inicie sesién en la consola de CA Enterprise Log Manager como root.
Ejecute los comandos siguientes:

crontab -e

00 0 * * * /usr/sbin/ntpdate NTPserver hostname

Se agregard un trabajo al cron.

Guarde los cambios y salga de la consola.

Se agregard el servidor NTP.
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Glosario

acceso a datos
El acceso a datos es un tipo de autorizacion que se ofrece a todos los servidores
de CA Enterprise Log Manager mediante la politica de acceso a datos
predeterminada del tipo de recurso de CALM. Los usuarios pueden acceder a
todos los datos, excepto a aquellos restringidos por filtros de acceso a datos.

Acceso de ODBCy JDBC
El acceso de ODBC y JDBC a los almacenes de registro de eventos de CA
Enterprise Log Manager admite el empleo de datos de eventos con diversos
productos de terceros, incluida la generacién de informes de eventos mediante
herramientas de generacidn de informes de terceros, la correlacién de eventos
mediante motores de correlacidn y la evaluacién de eventos mediante
productos de deteccion de intrusiones o software maligno. Los equipos con
sistemas operativos Windows emplean el acceso de ODBC; los equipos con
sistemas operativos UNIX y Linux emplean en acceso de JDBC.

actualizaciones de contenido
Las actualizaciones de contenido son la parte no binaria de las actualizaciones
de suscripcién que se almacenan en el servidor de gestion de CA Enterprise Log
Manager. Las actualizaciones de contenido incluyen contenido como archivos
XMP, archivos de asignacidn de datos, actualizaciones de configuracién para
mddulos de CA Enterprise Log Manager y actualizaciones de claves publicas.

actualizaciones de suscripcion
Las actualizaciones de suscripcion hacen referencia a archivos binarios y no
binarios que estan disponibles mediante el servidor de suscripcién de CA. Los
archivos binarios son actualizaciones de mdédulos de productos que se suelen
instalar en CA Enterprise Log Manager. Los archivos no binarios, o
actualizaciones de contenido, se guardan en el servidor de gestion.

acumulacidén de eventos
La acumulacion de eventos es el proceso a través del cual las entradas de
registro similares se consolidan en una Unica entrada que contiene un recuento
del numero de repeticiones del evento. Las reglas de resumen definen como se
acumulan los eventos.

adaptadores de CA
Los adaptadores de CA son un grupo de escuchas que reciben eventos de
componentes de CA Audit como clientes de CA Audit, iRecorders y SAPI
recorders, asi como origenes que envian eventos de forma nativa en
iTechnology.
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agente

Un agente es un servicio genérico configurado mediante conectores, cada uno
de los cuales recopila eventos sin formato de un Unico origen de eventos y, a
continuacioén, los envia a CA Enterprise Log Manager para procesarlos. Cada CA
Enterprise Log Manager cuenta con un agente incorporado. Ademas, puede
instalar un agente en un punto de recopilacién remoto y, de este modo,
recopilar eventos en host en los que no se pueden instalar agentes. Puede
instalar un agente en el host en el que se ejecutan los origenes de eventos y
aprovechar las ventajas de la posibilidad de aplicar reglas de supresién y cifrar la
transmisidn a CA Enterprise Log Manager.

agente predeterminado

alerta de accidn

almacén de usuarios

El agente predeterminado es el agente integrado que se instala con el servidor
de CA Enterprise Log Manager. Puede configurarse para la recopilacidn directa
de eventos de syslog, asi como de eventos de diversos origenes de eventos que
no son de syslog, como CA Access Control r12 SP1, el servicio de certificados de
Microsoft Active Directory y las bases de datos de Oracle9i.

Una alerta de accion es una tarea de consulta programada que se puede
emplear para detectar infracciones de politicas, tendencias de uso, patrones de
inicio de sesidn y otras acciones que pueden requerir atencion a corto plazo. De
forma predeterminada, cuando las consultas de alerta devuelven resultados,
éstos se muestran en la pagina de alertas de CA Enterprise Log Manager y
también se afiaden a una fuente RSS. Al programar una alerta, puede especificar
mas destinos, incluido el correo electrénico, un proceso de obtencién de
resultados de eventos/alertas de CA IT PAM y traps de SNMP.

Un almacén de usuarios es el repositorio de las politicas de contrasefiay la
informacién de usuario global. El almacén de usuarios de CA Enterprise Log
Manager es el repositorio local predeterminado, pero se puede configurar para
hacer referencia a CA SiteMinder o a un directorio de LDAP compatible como
Microsoft Active Directory, Sun One o Novell eDirectory. Independientemente
de cédmo se configure el almacén de usuarios, el repositorio local del servidor de
gestidon contiene informacion especifica de la aplicacién sobre usuarios, como su
funcion y las politicas de acceso asociadas.
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almacenamiento automatico

El almacenamiento automdtico es un proceso configurable que automatiza el
desplazamiento de bases de datos de archivo de un servidor a otro. En la
primera fase del almacenamiento automatico, el servidor de recopilacién envia
las bases de datos recién almacenadas al servidor de informes con la frecuencia
establecida. En la segunda fase, el servidor de informes envia las bases de datos
antiguas al servidor de almacenamiento remoto para su almacenamiento a largo
plazo, evitando asi la necesidad de realizar una copia de seguridad manual y un
desplazamiento. El almacenamiento automatico requiere que configure una
autenticacion sin contraseina del origen al servidor de destino.

almacenamiento de registro de eventos

El almacenamiento de registro de eventos es el resultado del proceso de
almacenamiento, durante el que el usuario realiza una copia de seguridad de
una base de datos tibia, notifica a CA Enterprise Log Manager mediante la
ejecucién de la utilidad LMArchive y desplaza la base de datos con copia de
seguridad del almacenamiento de registro de eventos al almacenamiento a
largo plazo.

almacenamiento de registro de eventos

El almacenamiento de registro de eventos es un componente del servidor de CA
Enterprise Log Manager en el que los eventos entrantes se almacenan en bases
de datos. Las bases de datos del sistema de almacenamiento de registro de
eventos deben tener copias de seguridad hechas a mano y se deben trasladar a
una ubicacién de almacenamiento de registros remota antes de la fecha
configurada para su eliminacion. Las bases de datos almacenadas se pueden
restaurar en un sistema de almacenamiento de registro de eventos.

almacenamiento de registros

analisis

El almacenamiento de registros es el proceso de lo que sucede cuando la base
de datos caliente alcanza el tamafio maximo, momento en que se lleva a cabo la
compresion de las filas y el estado pasa de caliente a tibio. Los administradores
deben realizar copias de seguridad manuales de las bases de datos tibias antes
de que se alcance el umbral de eliminacidon. También deben ejecutar la utilidad
LMArchive para registrar el nombre de las copias de seguridad. Esta informacion
se puede visualizar a través de la consulta de archivos.

El andlisis, también denominado analisis de mensajes (MP), es el proceso de
conversidn de datos sin formato del dispositivo en pares clave-valor. El analisis
se lleva a cabo mediante un archivo XMP. El andlisis, que precede a la asignacion
de datos, es un paso del proceso de integracién que convierte el evento sin
formato recopilado de un origen de eventos en un evento refinado que se
puede visualizar.
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analisis de archivos XMP

El andlisis de archivos XMP es el proceso que lleva a cabo la utilidad de andlisis
de mensajes para buscar todos los eventos que contienen cada una de las
cadenas de coincidencia previa y, para cada evento coincidente, analizar el
evento en tokens mediante el primer filtro detectado que emplee la misma
cadena de coincidencia previa.

analisis de asignaciones

analisis de mensajes

analisis de registros

analisis de registros

El andlisis de asignaciones es un paso del asistente para el archivo de asignacidn
que le permite comprobar y realizar cambios en un archivo de asignacién de
datos (DM). Los eventos de ejemplo se prueban con respecto al archivo de
asignacion de datos y los resultados se validan con la gramdtica de eventos
comunes.

El andlisis de mensajes es el proceso de aplicacidén de reglas al analisis de un
registro de eventos sin formato para obtener informacidn relevante como la
indicacion de tiempo, la direccién IP y el nombre de usuario. Las reglas de
analisis emplean la coincidencia de caracteres para ubicar determinado texto de
eventos y vincularlo a los valores seleccionados.

El andlisis de registros es el estudio de las entradas de registro para identificar
los eventos de interés. Si los registros no se analizan de forma periddica, su
valor se reduce en gran medida.

El andlisis de registros es el proceso de extraccion de datos de un registro de
manera que los valores analizados se pueden emplear en una etapa posterior de
la gestion de registros.
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archivo de analisis de mensajes (XMP)

Un archivo de andlisis de mensajes (XMP) es un archivo XML asociado a un tipo
de origen de evento especifico que aplica reglas de andlisis. Las reglas de analisis
dividen los datos relevantes de un evento sin formato recopilado en pares
nombre-valor que se transfieren al archivo de asignacidn para continuar el
procesamiento. Este tipo de archivo se emplea en todas las integraciones y en
los conectores que se basan en integraciones. En el caso de los adaptadores de
CA, los archivos XMP también se pueden aplicar en el servidor de CA Enterprise
Log Manager.

archivos de asignacion de datos (DM)
Los archivos de asignacion de datos (DM) son archivos XML que emplean la
gramatica de eventos comunes (CEG) de CA para transformar eventos del
formato de origen a un formato compatible con la gramatica de eventos
comunes con el fin de poder almacenarlos para realizar informes y andlisis en el
sistema de almacenamiento de registro de eventos. Es necesario crear un
archivo de asignacién de datos para cada nombre de registro para poder
almacenar datos de eventos. Los usuarios pueden modificar o copiar un archivo
de asignacion de datos y aplicarlo a un determinado conector.

asignacion de datos (DM)
La asignacion de datos es el proceso de asignacion de los pares clave-valor en la
gramatica de eventos comunes. La asignacién de datos se lleva a cabo
mediante un archivo de asignacion de datos.

asignaciones de funcion
Las asignaciones de funcion son una parte opcional del archivo de asignacién de
datos para una integracion del producto. Las asignaciones de funciones se
emplean para rellenar un campo de la gramatica de eventos comunes cuando el
valor requerido no se puede obtener directamente del evento de origen. Todas
las asignaciones de funcién constan de un nombre de campo de gramatica de
eventos comunes, un valor de campo predefinido o de clase y la funcién
empleada para obtener o calcular el valor.

asistente para el archivo de andlisis
El asistente para el archivo de andlisis es una funcién de CA Enterprise Log
Manager que emplean los administradores para crear, editar y analizar archivos
eXtensible Message Parsing (XMP) almacenados en el servidor de gestion de CA
Enterprise Log Manager. La personalizacion del analisis de los datos de eventos
entrantes incluye la edicidn de filtros y cadenas de coincidencias previas. Los
archivos nuevos y los editados se muestran en el explorador de recopilaciones,
en la biblioteca de refinamiento de eventos, en los archivos de analisis de la
carpeta de usuarios.
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autenticacion ssh no interactiva
La autenticacidon no interactiva permite que los archivos se desplacen de un
servidor a otro sin tener que introducir una frase de contrasefia para la
autenticacién. Configure la autenticacidn no interactiva del servidor de origen al
servidor de destino antes de configurar el archivado automatico o utilizar el
script restore-ca-elm.sh.

base de datos en estado tibio
El estado tibio de una base de datos es el estado en el que se encuentra una
base de datos de registros de eventos cuando se supera el tamafio (NUmero
maximo de filas) de la base de datos caliente o cuando se lleva a cabo una
recatalogacién tras restaurar una base de datos fria en un sistema de
almacenamiento de registro de eventos nuevo. Las bases de datos tibias se
comprimen y se retienen en el sistema de almacenamiento de eventos hasta
gue su antigliedad en dias supera el valor configurado para NUmero maximo de
dias de archivado. Puede realizar consultas en registros de eventos de bases de
datos en estado caliente, tibio y descongelado.

bases de datos archivadas
Las bases de datos archivadas de un determinado servidor de CA Enterprise Log
Manager incluyen todas las bases de datos tibias que estan disponibles para
realizar consultas pero que deben poseer copias de seguridad antes de caducar,
todas las bases de datos frias que se han registrado como poseedoras de copias
de seguridad, asi como todas las bases de datos registradas como restauradas a
partir de copias de seguridad.

biblioteca de analisis de mensajes
La biblioteca de andlisis de mensajes es una biblioteca que acepta eventos de las
colas de escucha y emplea expresiones regulares para convertir las cadenas de
pares nombre/valor mediante tokens.

biblioteca de consultas
La biblioteca de consultas es la biblioteca que almacena todas las consultas
predefinidas y definidas por el usuario, las etiquetas de consultas y los filtros de
solicitudes.

biblioteca de informes
La biblioteca de informes es la biblioteca que almacena todos los informes
predefinidos y definidos por el usuario, las etiquetas de informes y las tareas de
informes programadas.

biblioteca de refinamiento de eventos
La biblioteca de refinamiento de eventos es el sistema de almacenamiento de
integraciones predefinidas y definidas por el usuario, archivos de asignacién y
analisis, asi como reglas de supresién y resumen.
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CA Enterprise Log Manager

CAIT PAM

CA Spectrum

CAELM

caelmadmin

caelmservice

CA Enterprise Log Manager es una solucidn que le ayuda a recopilar registros de
diversos tipos de origenes de eventos dispersos, comprobar la conformidad con
las consultas y los informes, asi como guardar entradas de bases de datos de
registros comprimidos que ha trasladado a sistemas de almacenamiento
externos a largo plazo.

CA IT PAM es la forma abreviada de CA IT Process Automation Manager. Este
producto de CA automatiza los productos que haya definido. CA Enterprise Log
Manager emplea dos procesos: el proceso de creacidén de un proceso de
obtencién de eventos/alertas para un producto local, como CA Service Desk; y el
proceso de generacion dindmica de listas que pueden importarse como valores
con clave. La integracién requiere CA IT PAM r2.1.

CA Spectrum es un producto de gestidén de errores de red que se puede integrar
con CA Enterprise Log Manager para emplearlo como destino de las alertas
enviadas en forma de traps de SNMP.

CAELM es el nombre de la instancia de la aplicacion que emplea CA EEM para CA
Enterprise Log Manager. Para acceder a la funcionalidad de CA Enterprise Log
Manager en CA Embedded Entitlements Manager, introduzca la URL:
https://<ip_address>:5250/spin/eiam/eiam.csp, seleccione CAELM como
nombre de la aplicacidon e introduzca la contrasefia del usuario de EiamAdmin.

El nombre de usuario y la contrasefia de caelmadmin son las credenciales
necesarias para acceder al sistema operativo del dispositivo de software. El ID
de usuario de caelmadmin se crea durante la instalacion de este sistema
operativo. Durante la instalacion del componente de software, el instalador
debe especificar la contrasefa de la cuenta del superusuario de CA EEM,
EiamAdmin. La cuenta de caelmadmin tendrd la misma contrasefia. Es
recomendable que el administrador del servidor realice ssh como usuario de
caelmadmin y cambie esta contrasefia predeterminada. Aunque el
administrador no puede realizar ssh como raiz, si puede trasladar a los usuarios
a la raiz (su root) si lo considera necesario.

caelmservice es una cuenta de servicio que permite a iGateway y a los servicios
de CA EEM locales ejecutarse como un usuario no-root. La cuenta caelmservice
se emplea para instalar actualizaciones del sistema operativo descargadas con
actualizaciones de suscripcion.
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calendario

CALM

calmTag

Un calendario es un sistema para limitar las veces que una politica de acceso es
efectiva. Una politica permite que determinadas identidades lleven a cabo
acciones especificadas con respecto a cierto recurso durante un tiempo
determinado.

CALM es un tipo de recurso predefinido que incluye los recursos de CA
Enterprise Log Manager siguientes: Alert, ArchiveQuery, calmTag, Data,
EventGrouping, Integration y Report. Las acciones permitidas en este tipo de
recurso son Anotar (Reports), Crear (Alert, calmTag, EventGrouping, Integration
y Report), Acceso a datos (Data), Ejecutar (ArchiveQuery) y Programar (Alert,
Report).

calmTag es un atributo de Objeto aplicacidn que se emplea al crear politicas de
ambito para limitar a los usuarios a los informes y las consultas pertenecientes a
determinadas etiquetas. Todos los informes y las consultas son Objetos
aplicacion y tienen calmTag como atributo. (Esto no debe confundirse con la
etiqueta de recursos.)

Campos de la gramatica de eventos comunes

carpeta

Los campos de la gramdtica de eventos comunes son etiquetas empleadas para
estandarizar la presentacion de campos de eventos sin formato de diversos
origenes de eventos. Durante el refinamiento de eventos, CA Enterprise Log
Manager analiza mensajes de eventos en una serie de pares de nombres y
valores y, a continuacién, asigna los nombres de eventos sin formato a campos
de la gramdtica de eventos comunes estandar. Este refinamiento crea pares de
nombres y valores que constan de campos de la gramdtica de eventos comunes
y de valores del evento sin formato. Esto quiere decir que las diferentes
etiquetas empleadas en eventos sin formato para el mismo objeto de datos o
elemento de red se convierten con el mismo nombre de campo de la gramatica
de eventos comunes al refinar los eventos sin formato. Los campos de la
gramatica de eventos comunes se asignan al OID en la MIB empleada para traps
de SNMP.

Una carpeta es la ubicacién de la ruta del directorio que emplea el servidor de
gestion de CA Enterprise Log Manager para almacenar los tipos de objetos de
CA Enterprise Log Manager. Se hace referencia a carpetas en las politicas de
ambito para otorgar o denegar a los usuarios el derecho a acceder a un tipo de
objeto determinado.
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catalogo

catalogo de archivos

categorias de eventos

certificados

cliente de suscripcién

El catdlogo es la base de datos de cada CA Enterprise Log Manager que
mantiene el estado de las bases de datos guardadas, al tiempo que actia como
un indice de alto nivel en todas las bases de datos. La informacién sobre el
estado (caliente, tibio o descongelado) se mantiene para todas las bases de
datos presentes en algiin momento en este servidor de CA Enterprise Log
Manager y para cualquier base de datos que se haya restaurado en este
servidor de CA Enterprise Log Manager como base de datos descongelada. La
capacidad de indexacidn se extiende a todas las bases de datos calientes y tibias
del sistema de almacenamiento de eventos de este servidor de CA Enterprise
Log Manager.

Consulte catalogo.

Las categorias de eventos son etiquetas empleadas por CA Enterprise Log
Manager para clasificar eventos por su funcidn antes de insertarlos en el
almacén de eventos.

Los certificados que CA Enterprise Log Manager utiliza de modo predeterminado
son CAELMCert.cer y CAELM_AgentCert.cer. Todos los servicios CA Enterprise
Log Manager utilizan CAELMCert.cer para comunicar con el servidor de gestion.
Todos los agentes utilizan CAELM_AgentCert.cer para comunicar con su servidor
de recopilacién.

Un cliente de suscripcion es un servidor de CA Enterprise Log Manager que
obtiene contenido de otro servidor de CA Enterprise Log Manager denominado
servidor proxy de suscripcion. Los clientes de suscripcion sondean el servidor
proxy de suscripcidon configurado de manera regular y recuperan las
actualizaciones nuevas cuando estan disponibles. Tras recuperar las
actualizaciones, el cliente instala los componentes descargados.

compatible con FIPS 140-2

Compatible con FIPS 140-2 es una designacidn para un producto que puede, de
forma opcional, utilizar las bibliotecas y algoritmos criptograficos que cumplen
con FIPS que se emplean para cifrar y descifrar datos confidenciales. CA
Enterprise Log Manager es un producto de recopilacién de registros compatible
con FIPS debido a que se puede seleccionar si se desea ejecutar el programa en
modo FIPS o en modo no FIPS.
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complemento de eventos iTech

El complemento de eventos iTech es un adaptador de CA que puede configurar
un administrador con archivos de asignacion seleccionados. Recibe eventos de
forma remota de iRecorders, CA EEM, la propia iTechnology o cualquier
producto que envia eventos mediante iTechnology.

componentes de visualizacion

conector

configuracion global

configuracion guardada

Los componentes de visualizacion son opciones disponibles para mostrar datos
de informes que incluyen una tabla, un grafico (grafico de escala, grafico de
barras, grafico de columnas, grafico circular) o un visor de eventos.

Un conector es la integracién de un determinado origen de evento que se
configura en un agente determinado. Un agente puede cargar multiples
conectores de tipos similares o distintos en la memoria. El conector permite la
recopilacion de eventos sin formato de un origen de eventos, asi como la
transmisidn basada en reglas de los eventos convertidos a un sistema de
almacenamiento de registro de eventos, donde se introducen en la base de
datos caliente. Las integraciones predeterminadas permiten realizar una
recopilacion optimizada de un amplio rango de origenes de eventos, incluidos
sistemas operativos, bases de datos, servidores Web, cortafuegos y muchos
tipos de aplicaciones de seguridad. Puede definir un conector para un origen de
evento propio desde el principio o puede emplear para ello una integracién a
modo de plantilla.

La configuracion global es una serie de ajustes que se aplica a todos los
servidores de CA Enterprise Log Manager que emplean el mismo servidor de
gestion.

Una configuracion guardada es una configuracién almacenada con los valores
de los atributos de acceso a los datos de una integracion que se puede emplear
como plantilla al crear una integracion nueva.
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consulta

consulta de accién

consulta de archivos

Una consulta es un conjunto de criterios empleado para realizar bdsquedas en
los sistemas de almacenamiento de registro de eventos del servidor de CA
Enterprise Log Manager activo v, si se especifica, de sus servidores federados.
Una consulta se dirige a las bases de datos calientes, tibias o descongeladas
especificadas en la clausula de la consulta. Por ejemplo, si la clausula Dénde
limita la consulta a eventos con el origen source_username="myname" en un
determinado intervalo de tiempo y sélo 10 de las 1.000 bases de datos
contienen registros que cumplen los criterios basados en informacion contenida
en la base de datos del catalogo, la consulta sélo se ejecutara en esas 10 bases
de datos. Una consulta sélo puede devolver un maximo de 5.000 filas de datos.
Cualquier usuario con una funcién predefinida puede ejecutar una consulta.
Sélo los analistas y los administradores pueden programar una consulta para
distribuir una alerta de accién, crear un informe mediante la seleccion de las
consultas que se van a incluir o crear una consulta personalizada mediante el
asistente de disefio de consulta. Consulte también consulta de archivo.

Una consulta de accion es una consulta que admite una alerta de accion. Se
ejecuta en una programacion repetitiva para probar las condiciones indicadas
por la alerta de accidn a la que esta vinculada.

Una consulta de archivos es una consulta del catidlogo que se emplea para
identificar las bases de datos frias que se deben restaurar y descongelar para
realizar consultas. Una consulta de archivos se diferencia de una consulta
normal en que se realiza en bases de datos frias, mientras que una consulta
normal se realiza en bases de datos calientes, tibias y descongeladas. Los
administradores pueden emitir una consulta de archivos desde la ficha
Administracion, subficha Recopilacidn de registros, opcién Consulta de catalogo
de archivos.

Contenido de los trap de SNMP

Un trap de SNMP consta de pares de nombres y valores, donde cada nombre es
un OID (identificador de objeto) y cada valor se obtiene de la alerta
programada. Los resultados de consultas obtenidos por una alerta de accién
constan de campos de la gramatica de eventos comunes y sus valores. El trap de
SNMP se rellena sustituyendo un OID para cada campo de la gramatica de
eventos comunes empleado para el nombre del par de nombre y valor. La
asignacion de cada campo de la gramatica de eventos comunes a un OID se
almacena en la MIB. El trap de SNMP sélo incluye pares de nombres y valores
para los campos seleccionados al configurar la alerta.
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cuenta

Cumple con FIPS 140-2

descongelacion

Una cuenta es un usuario global que también es un usuario de la aplicacidn de
CALM. Una persona puede tener mas de una cuenta, cada una de ellas con una
funcién definida por el usuario distinta.

Cumple con FIPS 140-2 es una designacion para un producto que, de modo
predeterminado, utiliza solamente algoritmos criptograficos certificados por un
laboratorio de pruebas de mddulos de cifrado. CA Enterprise Log Manager
puede utilizar médulos criptograficos basados en el las bibliotecas certificadas
RSA BSAFE Crypto-C ME y Crypto-J en modo FIPS, pero no lo puede hacer de
forma predeterminada.

La descongelacion es el proceso de modificacion del estado de una base de
datos de frio a descongelado. El proceso de descongelacion se lleva a cabo
mediante el servidor de CA Enterprise Log Manager cuando éste recibe una
notificacién de la utilidad LMArchive de que se ha restaurado una base de datos
fria conocida. (Si la base de datos fria no se restaura en el servidor de CA
Enterprise Log Manager original, no se empleara la utilidad LMArchive y no sera
necesario realizar la descongelacidn; la recatalogacion afiadird la base de datos
restaurada como base de datos tibia.)

Destinos de traps de SNMP

dispositivo de software

Se pueden agregar uno o varios destinos de traps de SNMP al realizar la
programacion de una alerta de accion. Cada destino de trap de SNMP se
configura mediante un puerto y una direccién IP. El destino suele ser un NOC o
un servidor de gestién como CA Spectrum o CA NSM. Se envia un trap de SNMP
a los destinos configurados cuando las consultas de una tarea de alerta
programada devuelven resultados.

Un dispositivo de software es un paquete de software completamente funcional
gue contiene el software, el sistema operativo subyacente y todos los paquetes
dependientes. Se instala sobre hardware proporcionado por el usuario final
mediante el arranque del medio de instalacion de la aplicacién de software.

elementos de integracion

enrutador de SAPI

Los elementos de integracion incluyen un sensor, un ayudante de la
configuracion, un archivo de acceso a datos, uno o varios archivos de analisis de
mensajes (XMP) y uno o varios archivos de asignacién de datos.

El enrutador de SAPI es un adaptador de CA que recibe eventos de
integraciones, como la unidad central, y los envia a un enrutador de CA Audit.
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entrada de registro
Una entrada de registro es la entrada de un registro que contiene informacién
sobre un determinado evento que se ha producido en un sistema o en una red.

entrada de registro
Una entrada de registro es un registro de auditoria individual.

estado caliente de base de datos
Un estado caliente de base de datos es el estado de la base de datos del sistema
de almacenamiento de registro de eventos en la que se insertan los eventos
nuevos. Cuando la base de datos caliente alcanza el tamafio configurable en el
servidor de recopilacién, dicha base de datos se comprime, se cataloga y se
traslada al almacenamiento tibio del servidor de informes. Ademas, todos los
servidores almacenan eventos autocontrolados nuevos en una base de datos
caliente.

estado descongelado de base de datos
El estado descongelado de base de datos es el estado aplicado a una base de
datos que se ha restaurado en el directorio de archivo después de que el
administrador haya ejecutado la utilidad LMArchive para notificar a CA
Enterprise Log Manager de que se ha restaurado. Las bases de datos
descongeladas se retienen durante el nimero de horas configurado en la
politica de exportacién. Puede realizar consultas en registros de eventos de
bases de datos en estado caliente, tibio y descongelado.

estado frio de base de datos
El estado frio de base de datos se aplica a una base de datos tibia cuando un
administrador ejecuta la utilidad LMArchive para notificar al servidor de CA
Enterprise Log Manager de que la base de datos tiene una copia de seguridad.
Los administradores deben realizar copias de seguridad de las bases de datos
tibias y ejecutar esta utilidad antes de que se eliminen. Una base de datos tibia
se elimina automdticamente cuando su antigliedad supera el nimero maximo
de dias de archivado o cuando se alcanza el umbral de espacio en disco para
archivo, lo que suceda en primer lugar. Puede realizar consultas en la base de
datos de archivo para identificar las bases de datos en estado tibio o frio.

estados de la base de datos
Los estados de la base de datos son los siguientes: caliente para las bases de
datos con eventos nuevos no comprimidas; tibio para las bases de datos de
eventos no comprimidos; frio para bases de datos con copia de seguridad; y
descongelado para las bases de datos restauradas en el sistema de
almacenamiento de registro de eventos desde el que se copiaron. Puede
realizar consultas en bases de datos calientes, tibias y descongeladas. Una
consulta de archivos muestra informacién de las bases de datos frias.
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etiqueta

event_action

event_category

event_class

evento autocontrolado

evento local

Una etiqueta es una frase clave o un término empleado para identificar
consultas o informes pertenecientes al mismo grupo relevante para el negocio.
Las etiquetas permiten realizar busquedas basadas en grupos relevantes para el
negocio. Etiqueta también es el nombre del recurso empleado en todas las
politicas para permitir a los usuarios crear etiquetas.

El campo event_action es el campo especifico del evento de cuarto nivel de la
normalizacién de eventos empleado por la gramdatica de eventos comunes.
Describe acciones comunes. Entre los ejemplos de tipos de acciones de eventos
se incluyen los de inicio de proceso, detencidn de proceso y error de aplicacidn.

El campo event category es el campo especifico del evento de segundo nivel de
la normalizacién de eventos empleado por la gramdtica de eventos comunes.
Ofrece una mayor clasificacion de eventos mediante un campo ideal_model
especifico. Los tipos de categorias de eventos incluyen seguridad operativa,
gestion de identidades, gestidn de la configuracidn, acceso a recursos y acceso
al sistema.

El campo event_class es el campo especifico del evento de tercer nivel de la
normalizacién de eventos empleado por la gramatica de eventos comunes.
Ofrece una mayor clasificaciéon de eventos mediante un campo event_category
especifico.

Un evento autocontrolado es un evento que se registra mediante CA Enterprise
Log Manager. Estos eventos se generan de forma automdtica mediante acciones
llevadas a cabo por usuarios registrados y mediante funciones llevadas a cabo
por varios mddulos, como servicios y escuchas. El informe de detalles de
eventos autocontrolados de SIM se puede visualizar seleccionando un servidor
de informes y abriendo la ficha Eventos autocontrolados.

Un evento local es un evento que afecta a una sola entidad, mientras que el
origen y el destino del evento estan en el mismo equipo de host. Un evento
local es el tipo 1 de los cuatro tipos de eventos empleados en la gramatica de
eventos comunes (CEG).
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evento nativo
Un evento nativo es el estado o la accidon que desencadena un evento sin
formato. Los eventos nativos se reciben y se analizan/asighan segun
corresponda y, a continuacién, se transmiten como eventos sin formato o
refinados. Una autenticacidn errénea es un evento nativo.

evento observado
Un evento observado es un evento que afecta al origen, al destino y al agente.
Un agente de recopilacion de eventos observa y registra dicho evento.

evento refinado
Un evento refinado consta de la informacién de un evento asignado o analizado
derivada de eventos sin formato o resumidos. CA Enterprise Log Manager lleva
a cabo la asignacién y el andlisis de manera que se puedan realizar busquedas
en la informacién almacenada.

evento registrado
Un evento registrado consta de la informacién de un evento sin formato o
refinado tras su insercidn en la base de datos. Los eventos sin formato siempre
se registran, a no ser que se supriman o se resuman, ya que son eventos
refinados. Esta informacidn se almacena y se pueden realizar busquedas en ella.

evento remoto
Un evento remoto es un evento que afecta a dos equipos de host diferentes: el
de origen y el de destino. Un evento remoto es el tipo 2 de los cuatro tipos de
eventos empleados en la gramatica de eventos comunes (CEG).

evento RSS

Un evento RSS (del inglés Rich Site Summary) es un evento generado por CA
Enterprise Log Manager para transmitir una alerta de accion a usuarios y
productos de terceros. El evento consta de un resumen del resultado de cada
alerta de accidn, asi como de un vinculo al archivo de resultados. Se puede
configurar la duracién de un determinado elemento de fuente RSS.

evento sin formato
Un evento sin formato es la informacidn activada por un evento nativo que se
envia a través de un agente de control al recopilador del gestor de registros. El
evento sin formato se formatea a menudo como cadena de syslog o par de
nombre y valor. Se puede revisar un evento en su estado sin formato en CA
Enterprise Log Manager.

eventos
Los eventos de CA Enterprise Log Manager son las entradas de registro
generadas por cada origen de eventos especificado.
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explorador de agentes

federacion en malla

federacidn jerarquica

filtrado de eventos

filtro

filtro de acceso

filtro global

El explorador de agentes es el almacén de los ajustes de la configuracién de
agentes. (Es posible instalar agentes en un punto de recopilacién o en los
puntos finales en los que existen origenes de eventos.)

Una federacion en malla de servidores de CA Enterprise Log Manager es una
topologia que establece una relacién entre los servidores al mismo nivel. En su
estructura mas sencilla, el servidor 2 es el servidor secundario del servidor 1, y
el servidor 1 es el servidor secundario del servidor 2. Un par de servidores en
malla tiene una relacidn bidireccional. Una federacion en malla puede definirse
de manera que muchos servidores sean equivalentes entre si. Una consulta
federada arroja resultados del servidor seleccionado y sus equivalentes.

Una federacion jerdrquica de servidores de CA Enterprise Log Manager es una
topologia que establece una relacién jerarquica entre los servidores. En su
estructura mas sencilla, el servidor 2 es el servidor secundario del servidor 1,
pero el servidor 1 no es el servidor secundario del servidor 2, es decir, que la
relacion es unidireccional. Una federacion jerarquica puede tener multiples
niveles de relaciones principal-secundario y un solo servidor principal puede
tener numerosos servidores secundarios. Una consulta federada arroja
resultados del servidor seleccionado y sus servidores secundarios.

El filtrado de eventos es el proceso de interrupcién de eventos en funcién de los
filtros de la gramatica de eventos comunes.

Un filtro es un método que puede emplear para restringir una consulta del
sistema de almacenamiento de registro de eventos.

Un filtro de acceso es un filtro que el administrador puede emplear para
controlar qué datos de eventos pueden visualizar los grupos o los usuarios que
no son administradores. Por ejemplo, un filtro de acceso puede restringir los
datos que pueden ver en un informe las identidades especificadas. Los filtros de
acceso se convierten de forma automatica en politicas de obligacién.

Un filtro global es un conjunto de criterios que puede especificar y que limita lo
gue se muestra en todos los informes. Por ejemplo, un filtro global de los
eventos de informes de los ultimos 7 dias generado durante los ultimos siete
dias.
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filtro local

FIPS 140-2

funcion Administrator

funcion Analyst

funcion Auditor

funcion del usuario

Un filtro local es un conjunto de criterios que puede establecer mientras
visualiza un informe para limitar los datos mostrados en dicho informe.

FIPS 140-2 equivale a los Estandares Federales de Procesamiento de la
Informacién. Estos estandares federales especifican los requisitos de seguridad
para los mddulos criptograficos que se utilizan en los sistemas de seguridad que
protegen informacién confidencial pero no clasificada. Estos estandares
proporcionan cuatro niveles cualitativos de seguridad, disefiados para cubrir un
amplio abanico de aplicaciones y entornos potenciales.

La funcion Administrator ofrece a los usuarios la posibilidad de llevar a cabo
todas las acciones validas en todos los recursos de CA Enterprise Log Manager.
Los administradores son los Unicos que pueden configurar los servicios y la
recopilacion de registros, asi como gestionar usuarios, politicas de acceso y
filtros de acceso.

La funcion Analyst ofrece a los usuarios la posibilidad de crear y editar consultas
e informes personalizados, editar y anotar informes, crear etiquetas, asi como
programar informes y alertas de accién. Los analistas también pueden llevar a
cabo las tareas de los auditores.

La funcion Auditor ofrece a los usuarios acceso a informes y a los datos que
contienen. Los auditores puede visualizar informes, la lista de plantillas de
informes, la lista de trabajos de informes programados vy la lista de informes
generados. Los auditores pueden programar y anotar informes. Los auditores
no tienen acceso a las fuentes RSS a no ser que la configuracién se establezca
para no solicitar ninguna autenticacion para visualizar alertas de accion.

Una funcidn del usuario puede ser un grupo de usuarios de la aplicacion
predeterminado o un grupo de aplicaciones definido por el usuario. Es necesario
contar con funciones de usuarios personalizadas cuando los grupos de la
aplicacion predeterminados (Administrator, Analyst y Auditor) no estan lo
suficientemente depurados como para reflejar las asignaciones de trabajo. Las
funciones de usuarios personalizadas requieren el empleo de politicas de acceso
personalizado y la modificacion de las politicas predefinidas para incluir la
funcién nueva.
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gestion de agentes
La gestion de agentes es el proceso de software que controla todos los agentes
asociados a los servidores de CA Enterprise Log Manager federados. Autentica
los agentes que se comunican con este proceso.

gestion de la titularidad
La gestidn de la titularidad es el método para controlar lo que los usuarios
pueden hacer una vez que se autentican e inician sesidn en la interfaz de CA
Enterprise Log Manager. Esto se logra mediante politicas de acceso asociadas a
funciones asignadas a usuarios. Las funciones o grupos de usuarios de la
aplicacioén, asi como las politicas de acceso pueden estar predefinidos o
definidos por el usuario. El almacén de usuarios interno de CA Enterprise Log
Manager es el que realiza la gestién de la titularidad.

gestion de los registros de seguridad de equipos
La gestion de los registros de sequridad de equipos (Computer Security Log
Management) se define, segln el NIST, como "el proceso de generar, transmitir,
almacenar, analizar y eliminar datos de registros de seguridad de los equipos".

gramatica de eventos comunes (CEG)
La gramdtica de eventos comunes (CEG) es el esquema que ofrece un formato
estandar al que CA Enterprise Log Manager convierte los eventos mediante
archivos de andlisis y asignacion antes de almacenarlos en el sistema de
almacenamiento de registro de eventos. La gramatica de eventos comunes
emplea campos comunes y normalizados para definir los eventos de seguridad
desde diferentes plataformas y productos. Los eventos que no se pueden
analizar o asignar se almacenan como eventos sin formato.

grupo de agentes
Un grupo de agentes es una etiqueta que pueden aplicar los usuarios a agentes
seleccionados que permite a los usuarios aplicar la configuracion de un agente a
multiples agentes a la vez, asi como recuperar informes basados en los grupos.
Un agente determinado sélo puede pertenecer a un grupo a la vez. Los grupos
de agentes se basan en criterios definidos por el usuario, como la region
geografica o la importancia.
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grupo de aplicaciones

grupo de usuarios

Un grupo de aplicaciones es un grupo especifico del producto que se puede
asignar a un usuario global. Los grupos de aplicaciones predefinidos para CA
Enterprise Log Manager, o funciones, son Administrator, Analyst y Auditor.
Estos grupos de aplicaciones sélo estan disponibles para usuarios de CA
Enterprise Log Manager; no se pueden asignar a usuarios de otros productos
registrados en el mismo servidor de CA EEM. Los grupos de aplicaciones
definidos por el usuario debe afiadirse a la politica predeterminada de acceso a
la aplicacién de CALM para que los usuarios de dichos grupos puedan acceder a
CA Enterprise Log Manager.

Un grupo de usuarios puede ser un grupo de aplicaciones, un grupo global o un
grupo dindmico. Los grupos de aplicaciones de CA Enterprise Log Manager
predefinidos son Administrator, Analyst y Auditor. Los usuarios de CA Enterprise
Log Manager pueden formar parte de grupos globales a través de pertenencias
independientes de CA Enterprise Log Manager. Los grupos dinamicos son
grupos definidos por el usuario y creados mediante una politica de grupos
dinamicos.

grupo dindmico de usuarios

grupo global

ideal_model

Los grupos dindmicos de usuarios constan de usuarios globales que comparten
uno o varios atributos. Los grupos dinamicos de usuarios se crean mediante una
politica de grupo dindmico de usuarios en la que el nombre del grupo dinamico
de usuarios y la pertenencia se basan en un conjunto de filtros configurados en
los atributos de los usuarios y del grupo.

Un grupo global es un grupo compartido en las instancias de la aplicacion
registradas en el mismo servidor de gestion de CA Enterprise Log Manager. Un
usuario puede estar asignado a uno o varios grupos globales. Las politicas de
acceso se pueden definir en los grupos globales como identidades que pueden o
no llevar a cabo acciones seleccionadas en determinados recursos.

ideal_model representa la tecnologia que expresa el evento. Este es el primer
campo de la gramatica de eventos comunes en una jerarquia de campos
empleados para la clasificacién y la normalizacion de eventos. Los ejemplos de
un modelo ideal incluyen antivirus, DBMS, cortafuegos, sistema operativo y
servidor Web. Los productos de cortafuegos Check Point, Cisco PIX 'y
Netscreen/Juniper podrian normalizarse mediante la introduccion del valor
"Cortafuegos" en el campo ideal_model.
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identidad

informe

Una identidad de CA Enterprise Log Manager es un usuario o un grupo que
puede acceder a la instancia de la aplicacién de CAELM vy a sus recursos. La
identidad de los productos de CA puede ser un usuario global, un usuario de la
aplicacion, un grupo global, un grupo de aplicaciones o un grupo dinamico.

Un informe es una pantalla grafica o en forma de tabla de datos de registro de
eventos generada mediante la ejecucién de consultas predefinidas o
personalizadas con filtros. Los datos pueden proceder de bases de datos
calientes, tibias y descongeladas del sistema de almacenamiento de registro de
eventos del servidor seleccionado vy, si se solicita, de sus servidores federados.

Informes relacionados con EPHI

Instalador

Los informes relacionados con EPHI son informes que se centran en la seguridad
de HIPAA; EPHI hace referencia a la informacidon médica protegida
electrénicamente. Estos informes pueden ayudarle a demostrar que toda la
informacién sanitaria identificable de forma individual y relacionada con los
pacientes que se crea, se mantiene o se transmite electrénicamente estd
protegida.

El instalador es la persona que instala el dispositivo de software y los agentes.
Durante el proceso de instalacién, se crean los nombres de usuario de
caelmadmin y EiamAdmin y se asigna a caelmadmin la contrasefia especificada
para EiamAdmin. Estas credenciales de caelmadmin son necesarias para el
primer acceso al sistema operativo; las credenciales de EiamAdmin son
necesarias para el primer acceso al software de CA Enterprise Log Manager y
para la instalacién de agentes.

instancia de la aplicacion

Una instancia de la aplicacion es un espacio comun en el repositorio de CA EEM
donde se almacenan todas las configuraciones, usuarios, grupos, contenido y
politicas de autorizacidon. Normalmente, todos los servidores de CA Enterprise
Log Manager de una empresa emplean la misma instancia de la aplicacion
(CAELM de forma predeterminada). Puede instalar servidores de CA Enterprise
Log Manager con diferentes instancias de la aplicacion, pero sélo se pueden
federar los servidores que compartan la misma instancia de la aplicacion. Los
servidores configurados para emplear el mismo servidor de CA EEM, pero que
tengan instancias de la aplicacién diferentes, sélo compartiran el almacén de
usuarios, las politicas de contrasefas y los grupos globales. Distintos productos
de CA poseen instancias de la aplicacién diferentes.
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integracion

La integracion es el método a través del cual se procesan los eventos no
clasificados para convertirlos en eventos refinados, de manera que se puedan
visualizar en consultas e informes. La integracién se lleva a cabo a través de un
conjunto de elementos que permite a un agente y a un conector determinados
recopilar eventos de uno o varios tipos de origenes de eventos y enviarlos a CA
Enterprise Log Manager. El conjunto de elementos incluye el sensor de registro
y archivos XMP y de asignacidon de datos que estdn disefiados para leer un
producto especifico. Los ejemplos de integraciones predefinidas incluyen
aquellos para el procesamiento de eventos de syslog y eventos WMI. Puede
crear integraciones personalizadas para permitir el procesamiento de eventos
no clasificados.

lista de control de acceso de identidades

Una lista de control de acceso de identidades le permite especificar las
diferentes acciones que puede llevar a cabo cada identidad seleccionada en los
recursos determinados. Por ejemplo, mediante una lista de control de acceso de
identidades, puede especificar que una identidad pueda crear informes y que
otra pueda programar y anotar informes. Una lista de control de acceso de
identidades se diferencia de una lista de control de acceso en que la primera se
centra en las identidades en lugar de centrarse en los recursos.

MIB (base de informacidn gestionada)

MIB personalizada

La MIB (base de informacion gestionada) de CA Enterprise Log Manager, CA-
ELM.MIB, debe importarse y compilarse por parte de cada producto que vaya a
recibir alertas en forma de traps de SNMP de CA Enterprise Log Manager. La
MIB muestra el origen de cada identificador de objeto (OID) empleado en un
mensaje de trap de SNMP con una descripcion de dicho objeto de datos o
elemento de red. En la MIB de los traps de SNMP enviados por CA Enterprise
Log Manager, la descripcion textual de cada objeto de datos es para el campo
de la gramatica de eventos comunes asociada. La MIB permite asegurarse de
que todos los pares de nombre/valor enviados en un trap de SNMP se
interpretan correctamente en el destino.

Una MIB personalizada es una MIB creada para una alerta de accién que se
envia a un destino de mensaje SNMP, como CA NSM. El ID del mensaje SNMP
personalizado que se especifica en la alerta de accidn presupone la existencia de
una MIB personalizada que defina los campos de la gramatica de eventos
comunes seleccionados, que se envian como mensaje SNMP.
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modo FIPS

modo no FIPS

El modo FIPS es el valor de configuracién que requiere que los servidores y
agentes de CA Enterprise Log Manager utilicen mddulos criptograficos
certificados por FIPS de RSA para el cifrado. El valor de configuracién alternativo
es el modo no FIPS.

Modo no FIPS es el valor de configuracion predeterminado que permite que los
servidores y agentes de CA Enterprise Log Manager utilicen una combinacién de
técnicas de cifrado, algunas de las cuales no cumplen con FIPS. El valor de
configuracion alternativo es el modo FIPS.

maddulo (para descargar)

madulo de suscripcion

NIST

Un modulo es un grupo légico de actualizaciones de componentes disponible
para su descarga a través de una suscripcién. Un mdédulo puede contener
actualizaciones de archivos binarios, actualizaciones de contenido o ambas. Por
ejemplo, todos los informes forman un mddulo; todas las actualizaciones de
archivos binarios del patrocinador forman otro mdédulo. CA define los elementos
gue componen cada modulo.

El mddulo de suscripcion es el servicio que permite que las actualizaciones de
suscripcion del servidor de suscripciones de CA se descarguen y se distribuyan
de forma automatica a todos los servidores de CA Enterprise Log Managery a
todos los agentes. La configuracion global se aplica a los servidores de CA
Enterprise Log Manager locales; la configuracion local incluye si el servidor es un
proxy sin conexion, un proxy en linea o un cliente de suscripcion.

El instituto nacional de normas y tecnologia (NIST por sus siglas en inglés) es una
agencia estadounidense que ofrece recomendaciones en su publicacion especial
800-92, Guide to Computer Security Log Management (Guia para la gestion de
registros de seguridad de equipos), empleadas como base para CA Enterprise
Log Manager.
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nombre del usuario ElamAdmin

Objeto seguro

Objetos aplicacion

EiamAdmin es el nombre de superusuario predeterminado asignado al
instalador de los servidores de CA Enterprise Log Manager. Al instalar el primer
software de CA Enterprise Log Manager, el instalador crea una contrasefa para
esta cuenta de superusuario, a no ser que ya exista un servidor CA EEM remoto.
En ese caso, el instalador debe introducir la contraseia existente. Tras instalar
el dispositivo de software, el instalador abre un explorador desde una estacion
de trabajo, introduce la URL de CA Enterprise Log Manager e inicia sesién como
EiamAdmin con la contrasena correspondiente. Este primer usuario define el
almacén de usuarios, crea las politicas de contrasenas y crea la primera cuenta
de usuario con la funcién Administrator. El usuario EiamAdmin también puede
llevar a cabo cualquier operacion controlada por CA EEM.

Objeto seguro es un tipo de recurso predefinido de CA EEM. Es la clase de
recursos a la que pertenece Objetos aplicacién, almacenado en la aplicacion. Los
usuarios que definen politicas y filtros para permitir el acceso a Objetos
aplicacién hacen referencia a este tipo de recurso.

Objetos aplicacion son recursos especificos del producto almacenados en CA
EEM en la instancia de la aplicacion de un producto determinado. En el caso de
la instancia de la aplicacién de CAELM, estos recursos incluyen contenido de
consultas e informes, tareas programadas para informes y alertas,
configuraciones y contenido de agentes, configuraciones de servicios,
adaptadores e integracidn, archivos de asignacién de datos y analisis de
mensajes, asi como reglas de supresion y resumen.

OID (identificador de objeto)

Un OID (identificador de objeto) es un identificador numérico exclusivo para un
objeto de datos que se empareja con un valor en un mensaje de trap de SNMP.
Cada OID empleado en un trap de SNMP enviado por CA Enterprise Log
Manager se asigna a un campo de la gramatica de eventos comunes de la MIB.
Cada OID asignado a un campo de la gramatica de eventos comunes tiene esta
sintaxis: 1.3.6.1.4.1.791.9845.x.x.x, donde 791 es el nimero de empresa de CAy
9845 es el identificador de producto de CA Enterprise Log Manager.
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origen de evento

perfil

Peticion

politica de acceso

Un origen de evento es el host desde el que un conector recopila eventos sin
procesar. Un origen de evento puede incluir varios almacenes de registro. A
cada uno de ellos se accede mediante un conector independiente. Al
implementar un conector nuevo, suele ser necesario configurar el origen de
evento, de forma que el agente pueda acceder a éste y leer los eventos sin
procesar desde uno de sus almacenes de registro. Los eventos sin procesar del
sistema operativo, diferentes bases de datos y varias aplicaciones de seguridad
se almacenan por separado en el origen de evento.

Un perfil es un conjunto de filtros de datos y etiquetas opcional y configurable
que puede ser especifico del producto, especifico de la tecnologia o aplicado a
una categoria seleccionada. Por ejemplo, un filtro de etiquetas para un
producto limita las etiquetas listadas a la etiqueta del producto seleccionado.
Los filtros de datos de un producto sélo muestran datos del producto
especificado en los informes generados, las alertas programadas y los resultados
de consultas que visualice. Después de crear el perfil necesario, puede definir
que dicho perfil se active siempre que inicie sesién. Si crea varios perfiles, puede
aplicar diferentes perfiles (de uno en uno) a las actividades durante una sesioén.
Los filtros predefinidos se envian con actualizaciones de suscripcion.

Una peticion es un tipo especial de consulta que muestra los resultados basados
en el valor que ha especificado y los campos de la gramatica de eventos
comunes seleccionados. Sélo se devuelven filas para los eventos en los que el
valor especificado aparece en uno o varios campos de la gramatica de eventos
comunes seleccionados.

Una politica de acceso es una regla que otorga o deniega a una identidad
(usuario o grupo de usuarios) los derechos de acceso a un recurso de la
aplicacion. CA Enterprise Log Manager determina si las politicas se aplican a un
usuario determinado comparando identidades, recursos, clases de recursos, asi
como evaluando los filtros.

politica de acceso a la aplicacion de CALM

La politica de acceso a la aplicacion de CALM es un tipo de lista de control de
acceso de politica de dmbito que define quién puede iniciar sesiéon en CA
Enterprise Log Manager. De forma predeterminada, el administrador [del
grupo], el analista [del grupo] y el auditor [del grupo] pueden iniciar sesidn.
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politica de ambito

politica de delegacion

politica de obligacién

pozFolder

Una politica de dmbito es un tipo de politica de acceso que otorga o deniega el
acceso a los recursos almacenados en el servidor de gestién, como Objetos
aplicacion, usuarios, grupos, carpetas y politicas. Una politica de ambito define
las identidades que pueden acceder a los recursos especificados.

Una politica de delegacion es una politica de acceso que permite a un usuario
delegar su autoridad en otro usuario, grupo de aplicaciones, grupo global o
grupo dinamico. Debe eliminar de forma explicita las politicas de delegacion
creadas por el usuario eliminado o desactivado.

Una politica de obligacion es una politica creada automdaticamente cuando crea
un filtro de acceso. No intente crear, editar o eliminar una politica de obligacién
de forma directa. En lugar de ello, cree, edite o elimine el filtro de acceso.

pozFolder es un atributo de Objeto aplicacidn cuyo valor es la ruta principal de
Objeto aplicacién. El valor y el atributo pozFolder se emplea en los filtros de las
politicas de acceso que restringen el acceso a recursos como informes, consultas
y configuraciones.

proceso de obtencion de resultados de eventos/alertas

El proceso de obtencién de resultados de eventos/alertas es el proceso de CA IT
PAM que solicita a un producto de terceros una respuesta ante datos de alerta
configurados en CA Enterprise Log Manager. Puede seleccionar un proceso de
CA IT PAM como destino al programar una tarea de alerta. Cuando una alerta
ejecuta el proceso de CA IT PAM, CA Enterprise Log Manager envia los datos de
alerta de CAIT PAM y CA IT PAM los reenvia con sus propios parametros de
procesamiento al producto de terceros como parte del proceso de obtencién de
resultados de eventos/alertas.

proceso de valores dinamicos

Un proceso de valores dindmicos es un proceso de CA IT PAM que puede activar
para rellenar o actualizar la lista de valores de una clave seleccionada empleada
en informes o alertas. Ofrezca la ruta al proceso de valores dindmicos como
parte de la configuracidn de IT PAM en la lista de servicios del servidor de
informes en la ficha Administracién. Haga clic en Importar lista de valores
dindmicos en la seccion de valores asociada a los valores clave de esa misma
pagina de la IU. La activacidn del proceso de valores dindmicos es uno de los
tres métodos que puede emplear para agregar valores a las claves.
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proxy de suscripcion (en linea)
Un proxy de suscripcion en linea es un servidor de CA Enterprise Log Manager
con acceso a Internet que obtiene actualizaciones de suscripcion del servidor de
suscripciones de CA de forma repetitiva. Se puede incluir un determinado proxy
de suscripcién en linea en la lista de proxys para uno o mas clientes, que se
ponen en contacto con los proxys de la lista por turnos para solicitar las
actualizaciones de archivos binarios. Un determinado proxy en linea, si se
configura de este modo, envia contenido nuevo y actualizaciones de
configuraciones al servidor de gestidon, a no ser que ya los haya enviado otro
proxy. El directorio de actualizaciones de suscripcion de un proxy en linea
seleccionado se emplea como origen para copiar actualizaciones en proxys de
suscripcion sin conexion.

proxy de suscripcion (predeterminado)
El proxy de suscripcion predeterminado suele ser el servidor de CA Enterprise
Log Manager que se ha instalado en primer lugar y también puede ser el
servidor de CA Enterprise Log Manager principal. El proxy de suscripcion
predeterminado también es un proxy de suscripcion en linea vy, por lo tanto,
debe tener acceso a Internet. Si no se define ninglin otro proxy de suscripcion
en linea, este servidor obtiene las actualizaciones de suscripcién del servidor de
suscripciones de CA, descarga las actualizaciones de archivos binarios para
todos los clientes y envia las actualizaciones de contenido a CA EEM. Si se
definen otros servidores proxy, este servidor sigue obteniendo actualizaciones
de suscripcidn, pero los clientes sdlo se ponen en contacto con él para recibir
actualizaciones cuando no se haya configurado ninguna lista de servidores proxy
de suscripciones o cuando la lista configurada se haya agotado.

proxy de suscripcion (sin conexion)
Un proxy de suscripcion sin conexion es un servidor de CA Enterprise Log
Manager que obtiene actualizaciones de suscripcion a través de una copia de
directorios manual (mediante scp) de un proxy de suscripcién en linea. Los
proxys de suscripcidn sin conexidn se pueden configurar para descargar
actualizaciones de archivos binarios para clientes que las soliciten y para enviar
la versidon mas reciente de las actualizaciones de contenido al servidor de
gestidn si aun no las ha recibido. Los servidores proxy de suscripciones sin
conexion no necesitan tener acceso a Internet.

proxys de suscripcion (para actualizaciones de contenido)
Los proxys de suscripcion para actualizaciones de contenido son los proxys de
suscripcidn seleccionados para actualizar el servidor de gestién de CA Enterprise
Log Manager con actualizaciones de contenido que se descargan desde el
servidor de suscripciones de CA. Se recomienda configurar multiples proxys para
disponer de una alternativa en caso de error.
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proxys de suscripcion (para el cliente)

punto de recopilacion

recatalogacion

Los proxys de suscripcion para el cliente forman la lista de proxys de suscripcién
con la que se pone en contacto el cliente por turnos para obtener
actualizaciones del sistema operativo y del software de CA Enterprise Log
Manager. Si un proxy esta ocupado, se contacta con el siguiente de la lista. Si no
hay ninguno disponible y el cliente estd en linea, se emplea el proxy de
suscripcion predeterminado.

Un punto de recopilacion es un servidor en el que se ha instalado un agente y
gue tiene una proximidad de red con todos los servidores con origenes de
eventos asociados a los conectores de su agente.

Una recatalogacion es una reconstruccidn forzada del catdlogo. La
recatalogacion sélo es necesaria al restaurar datos en un sistema de
almacenamiento de registro de eventos situado en un servidor distinto de aquél
en el que se han generado. Por ejemplo, si ha destinado un servidor de CA
Enterprise Log Manager para que actie como punto de restauracién para
investigaciones en datos frios, tendra que forzar una recatalogacién de la base
de datos tras restaurarla en el punto de restauracion designado. La
recatalogacion se lleva a cabo de manera automatica al reiniciar iGateway si es
necesario. La recatalogacién de un Unico archivo de la base de datos puede
llevar varias horas.

recopilacion de eventos

La recopilacion de eventos es el proceso de lectura de la cadena de eventos sin
formato en un origen de eventos y su envio al servidor CA Enterprise Log
Manager configurado. La recopilacién de eventos va seguida de un refinamiento
de eventos.

recopilacion directa de registros

recopilador de SAPI

La recopilacion directa de registros es la técnica de recopilacién de registros en
la que no existe un agente intermedio entre el origen de evento y el software de
CA Enterprise Log Manager.

El recopilador de SAPI es un adaptador de CA que recibe eventos de clientes de
CA Audit. Los clientes de CA Audit envian con el recopilador una accién que
permite una conmutacién por error integrada. Los administradores configuran
el recopilador de SAPI de CA Audit con, por ejemplo, archivos de asignacidn de
datos y cifrados seleccionados.

Glossary 427



recurso de la aplicacion

recurso global

Un recurso de la aplicacion es cualquiera de los recursos especificos de CA
Enterprise Log Manager en los que las politicas de acceso de CALM otorgan o
deniegan a determinadas identidades la posibilidad de llevar a cabo acciones
especificas de la aplicacion como la creacidn, la programacion y la edicion. Los
ejemplos incluyen los informes, las alertas y las integraciones. Consulte
también recurso global.

Un recurso global del producto de CA Enterprise Log Manager es un recurso
compartido con otras aplicaciones de CA. Puede crear politicas de dmbito con
recursos globales. Los ejemplos incluyen usuarios, politicas y calendarios.
Consulte también recurso de la aplicacidn.

refinamiento de eventos

registro

registros de auditoria

reglas de resumen

El refinamiento de eventos es el proceso mediante el cual una cadena de
eventos sin formato recopilada se analiza en campos de eventos constitutivos y
se asigna a campos de la gramatica de eventos comunes. Los usuarios pueden
ejecutar consultas para visualizar los datos de eventos refinados resultantes. El
refinamiento de eventos es posterior a la recopilacidon de eventos y anterior al
almacenamiento de eventos.

Un registro es un registro de auditoria, o un mensaje registrado,
correspondiente a un evento o a una recopilacién de eventos. El registro puede
ser un registro de auditoria, un registro de transaccidn, un registro de intrusos,
un registro de conexion, un registro de rendimiento del sistema, un registro de
actividad del usuario o una alerta.

Los registros de auditoria contienen eventos de seguridad como intentos de
autenticacién, accesos a archivos y cambios en las politicas de seguridad, las
cuentas de usuario o los privilegios. Los administradores especifican qué tipos
de eventos deberian auditarse y cudles se deberian registrar.

Las reglas de resumen son reglas que combinan determinados eventos nativos
del mismo tipo en un evento refinado. Por ejemplo, se puede configurar una
regla de resumen para sustituir hasta 1.000 eventos duplicados con los mismos
puertos y direcciones IP de origen y destino con un Unico evento de resumen.
Estas reglas simplifican el andlisis de eventos y reducen el trafico de registro.
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reglas de supresion

Las reglas de supresion son reglas que se configuran para evitar que aparezcan
determinados eventos refinados en los informes. Puede crear reglas de
supresidn permanentes para eliminar eventos de rutina que no supongan
problemas de seguridad y puede crear reglas temporales para suprimir el inicio
de sesidn de eventos planificados como la creacién de multiples usuarios
nuevos.

reglas de transferencia de eventos

SAPI recorder

sensor de registro

servicios

servidor de alertas

Las reglas de transferencia de eventos indican que los eventos seleccionados
deben transferirse a productos de terceros, como aquellos que correlacionan
eventos, tras guardarse en el almacén de registro de eventos.

Un SAPI recorder era la tecnologia empleada para enviar informacién a CA Audit
antes de iTechnology. SAPI significa Submit API (interfaz de programacién de
envio de aplicaciones). Los registradores de CA Audit para CA ACF2, CA Top
Secret, RACF, Oracle, Sybase y DB2 son ejemplos de SAPI recorders.

Un sensor de registro es un componente de integracién disefiado para leer un
tipo de registro especifico, como una base de datos, syslog, un archivo o SNMP.
Los sensores de registro se reutilizan. Normalmente, los usuarios no crean
sensores de registro personalizados.

Los servicios de CA Enterprise Log Manager son el del sistema de
almacenamiento de registro de eventos, el del servidor de informes y el de la
suscripcion. Los administradores configuran estos servicios en un nivel global en
el que todos los ajustes se aplican a todos los servidores de CA Enterprise Log
Manager de forma predeterminada. La mayor parte de las configuraciones
globales de servicios se pueden anular en el nivel local, es decir, para cada
servidor de CA Enterprise Log Manager especificado.

El servidor de alertas es el sistema de almacenamiento de alertas de accion y
tareas de alertas de accién.
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servidor de almacenamiento remoto

servidor de gestion

servidor de informes

servidor de informes

Servidor de ODBC

Un servidor de almacenamiento remoto es una funcidn asignada a un servidor
que recibe bases de datos almacenadas de forma automatica de uno o varios
servidores de informes. Un servidor de almacenamiento remoto almacena bases
de datos frias durante la cantidad de afos necesaria. El host remoto empleado
para el almacenamiento no suele tener instalado ningun servidor de CA
Enterprise Log Manager ni otros productos. Para el almacenamiento
automatico, configure la autenticacidén no interactiva.

El servidor de gestion es una funcién asignada al primer servidor de CA
Enterprise Log Manager instalado. Dicho servidor de CA Enterprise Log Manager
contiene el repositorio que almacena el contenido compartido, como las
politicas, de todos los servidores de CA Enterprise Log Manager. Este servidor
suele ser el proxy de suscripcidon predeterminado. Aunque no es recomendable
para la mayoria de los entornos de produccién, el servidor de gestién puede
llevar a cabo todas las funciones.

Un servidor de informes es una funcién desempefiada por un servidor de CA
Enterprise Log Manager. Un servidor de informes recibe bases de datos tibias
almacenadas de forma automadtica de uno o varios servidores de recopilacion.
Un servidor de informes gestiona consultas, informes, alertas programadas e
informes programados.

El servidor de informes es el servicio que almacena informacion de la
configuracion, como el servidor de correo electrénico que se debe emplear al
enviar alertas por correo electrénico, el aspecto de los informes guardados en
formato PDF y la retencidn de politicas para informes guardadas en el servidor
de informes y para alertas enviadas a la fuente RSS.

El servidor de ODBC es el servicio configurado que define el puerto empleado
para las comunicaciones entre el cliente de ODBC o JDBC y el servidor de CA
Enterprise Log Manager, al tiempo que indica si se debe emplear el cifrado SSL.
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servidor de punto de restauracion

Un servidor de punto de restauracion es una funcién desempenada por un
servidor de CA Enterprise Log Manager. Para investigar eventos "frios", puede
desplazar bases de datos del servidor de almacenamiento remoto al servidor de
punto de restauracién con una utilidad, agregar las bases de datos al catalogoy,
a continuacion, realizar las consultas. El desplazamiento de bases de datos frias
a un punto de restauracién dedicado es una alternativa a su desplazamiento al
servidor de informes original para su investigacion.

servidor de recopilacién

Un servidor de recopilacion es una funcién desempenada por un servidor de CA
Enterprise Log Manager. Un servidor de recopilacién refina los registros de
eventos entrantes, los introduce en la base de datos caliente, comprime la base
de datos caliente y la copia o la guarda de forma automatica en el servidor de
informes correspondiente. El servidor de recopilacién comprime la base de
datos caliente cuando ésta alcanza el tamafio configurado y la almacena de
forma automatica segun la programacién configurada.

servidor de suscripciones de CA

servidor proxy HTTP

El servidor de suscripciones de CA es el origen de las actualizaciones de
suscripcion de CA.

Un servidor proxy HTTP es un servidor proxy que actia como cortafuegos y evita
gue entre o salga trafico de Internet de la empresa, salvo el que lo hace a través
del proxy. El tréfico de salida puede especificar un ID y una contrasefia para
omitir el servidor proxy. Se puede configurar el empleo de un servidor proxy
HTTP local en la gestion de suscripciones.

servidores de federacion

SNMP

Los servidores de federacion son servidores de CA Enterprise Log Manager
conectados entre si en una red con el objetivo de distribuir la recopilacién de los
datos de registro, al tiempo que acumulan los datos recopilados para generar
informes. Los servidores de federacion se pueden conectar en una topologia
jerarquica o en malla. Los informes de datos federados incluyen los del servidor
de destino, asi como los de los secundarios o equivalentes, si los hay, de dicho
servidor.

SNMP es el acréonimo de protocolo simple de administracién de redes (Simple
Network Management Protocol), un estandar abierto para el envio de mensajes
de alerta en forma de traps de SNMP desde un sistema de agente a uno o varios
sistemas de gestién.
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supresion

La supresion es el proceso de interrupcion de eventos en funciéon de los filtros
de la gramdtica de eventos comunes. La supresion se lleva a cabo mediante
archivos de supresion.

token de analisis de mensajes (ELM)

Un token de andlisis de mensajes es una plantilla reutilizable para crear la
sintaxis de expresidn regular empleada en el andlisis de mensajes de CA
Enterprise Log Manager. El token tiene un nombre, un tipo y una cadena de
expresion regular correspondiente.

URL de fuente RSS para alertas de accion

La URL de fuente RSS para alertas de accion es:
https://{elmhostname}:5250/spin/calm/getActionQueryRssFeeds.csp. En esta
URL, puede visualizar alertas de accién sujetas a la configuracion de cantidad y
antigliedad maximas.

URL de fuente RSS para suscripcion

La URL de fuente RSS para suscripcion es un vinculo preconfigurado empleado
por los servidores proxy de suscripcion en linea durante el proceso de
recuperacién de actualizaciones de suscripcidn. Esta URL es para el servidor de
suscripciones de CA.

URL para CA Embedded Entitlements Manager

La URL para CA Embedded Entitlements Manager (CA EEM) es:
https://<ip_address>:5250/spin/eiam. Para iniciar sesidn, seleccione CAELM
como aplicacién e introduzca la contrasefia asociada al nombre de usuario de
EiamAdmin.

URL para CA Enterprise Log Manager

usuario de EEM

La URL para CA Enterprise Log Manager es:
https://<ip_address>:5250/spin/calm. Para iniciar sesidn, introduzca el nombre
de usuario definido en su cuenta por el administrador y la contrasefia
correspondiente. También puede introducir ElamAdmin, el nombre de
superusuario predefinido, con la contrasefia correspondiente.

El usuario de EEM, configurado en la seccién de almacenamiento automatico del
sistema de almacenamiento de registro de eventos, especifica el usuario que
puede realizar una consulta de archivo, recatalogar la base de datos de archivo,
ejecutar la utilidad LMArchive y ejecutar el script shell restore-ca-elm para
restaurar bases de datos almacenadas para su examen. A este usuario se le
debe asignar la funcidn predeterminada de administrador o una funcién
personalizada asociada a una politica personalizada que permita la accién de
ediciéon en un recurso de la base de datos.
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usuario de la aplicacion

usuario global

utilidad LMArchive

utilidad LMSEOSImport

utilidad scp

Un usuario de la aplicacion es un usuario global al que se han asignado detalles
en el ambito de la aplicacién. Los detalles del usuario de la aplicacidon de CA
Enterprise Log Manager incluyen el grupo de usuarios y cualquier restriccion del
acceso. Si el almacén de usuarios es el repositorio local, los detalles del usuario
de la aplicacidn también incluyen las credenciales de inicio de sesién y las
politicas de contraseias.

Un usuario global es la informacién de cuenta de usuario que excluye los
detalles especificos de la aplicacidn. Los detalles de usuarios globales y las
pertenencias a grupos globales se comparten en todas las aplicaciones de CA
gue se integran en el almacén de usuarios predeterminado. Los detalles de
usuarios globales se pueden almacenar en el repositorio o en un directorio
externo.

La utilidad LMArchive es la utilidad de linea de comandos que realiza el
seguimiento de la copia de seguridad y la restauracion de bases de datos de
archivo en el sistema de almacenamiento de registro de eventos de un servidor
de CA Enterprise Log Manager. Utilice LMArchive para realizar consultas de la
lista de archivos de bases de datos tibias que estan listos para su
almacenamiento. Tras realizar una copia de seguridad de la base de datos
listada y trasladarla al almacenamiento a largo plazo (frio), utilice LMArchive
para crear un registro en el servidor de CA Enterprise Log Manager en el que se
realizo la copia de seguridad de dicha base de datos. Tras restaurar la base de
datos fria en su servidor de CA Enterprise Log Manager original, utilice
LMArchive para notificar a CA Enterprise Log Manager, quien, a su vez, cambia
el estado de los archivos de la base de datos a estado descongelado para que se
puedan emplear en las consultas.

La utilidad LMSEOSImport es una utilidad de linea de comandos empleada para
importar SEOSDATA, o eventos existentes, en el servidor de CA Enterprise Log
Manager como parte de la migracién de Audit Reporter, Viewer o Audit
Collector. Esta utilidad sélo es compatible con Microsoft Windows y Sun Solaris
Sparc.

La copia segura scp (programa de copia de archivos remota) es una utilidad de
UNIX que transfiere archivos entre equipos de UNIX de una red. Esta utilidad
estd disponible al realizar la instalacién de CA Enterprise Log Manager con el
objetivo de emplearla para transferir archivos de actualizacién del proxy de
suscripcidn en linea al proxy de suscripcidn sin conexién.
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valores de clave
Los valores de clave son valores definidos por el usuario y asignados a una lista
definida por el usuario (grupo de claves). Cuando una consulta emplea un grupo
de claves, los resultados de la busqueda incluyen las coincidencias con
cualquiera de los valores de clave del grupo de claves. Existen varios grupos de
claves predefinidos; algunos de ellos incluyen valores de clave predefinidos que
se emplean en las consultas y los informes predefinidos.

varbind
Una varbind es un enlace variable SNMP. Cada varbind se constituye de un OID,
un tipo, y un valor. Las varbinds se agregan a las MIB personalizadas.
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